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Abstract

Article Info The article reports a dual-stage network intrusion detection system (IDS) that
implements the use of Random Forest and XGBoost in order to enhance the
identification of malicious traffic in modern networks. This system then
conducts binary classification in order to differentiate between normal and
anomaly traffic and subsequently usage of multi-class classification is done
to distinguish between particular types of attacks. Both models are evaluated
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terms and conditions of make sure that the input is not compromised. When using experiments, it is
the Creative Commons observed that XGBoost slightly outperforms Random Forest on the multi-
Attribution (CC BY) class task, with an accuracy of 80.74 and both models have an accuracy of
license more than 93 on binary detection. The two-step process reduces the impact
) of the imbalance of classes and gives interpretable results through the
https://creativecommon yjsyalization of the confusion matrix. The work provides a machine-learned
s.org/licenses/by/4.0 pipeline that can be deployed in the real world to monitor network traffic by

making use of this work to reproduce the pipeline.

Keywords: Network Intrusion Detection, Random Forest, XGBoost, Binary
Classification, Multi-Class Classification, UNSW-NB15, Machine Learning,
Cybersecurity, Traffic Monitoring, Feature Engineering.



mailto:shehla2k19@gmail.com
https://doi.org/10.71146/kjmr830
https://creativecommons.org/licenses/by/4.0
https://creativecommons.org/licenses/by/4.0
https://kjmr.com.pk/kjmr

KIMR VOL.03 NO. 02 (2026) TWO-PHASE NETWORK TRAFFIC INTRUSION

1. INTRODUCTION

The spread of cyber-attacks has posed a great weakness to the current network infrastructures, thus,
necessitating strong intrusion detection systems. Identity the signature-based IDS have weaknesses
in the capability to detect new attack patterns and hence the necessity of a mechanism of adaptability
based on machine learning. This paper, therefore, presents a two-stage IDS which uses the Random
Forest and the XGBoost to correctly determine the benign and malicious network traffic [1].

The first phase focuses on binary classification where legitimate and attack traffic are distinguished.
The next step performs multi-classification to distinguish between certain types of attacks, such as
Denial-of-Service (DoS), fuzzers, exploits, and worms. The proposed system is tested on a wide
range of attack situations by using the UNSW-NB15 dataset that provides forty-five traffic
characteristics, and a broad range of attack modalities. Missing-value imputation, feature scaling,
and one-hot encoding are some of the preprocessing steps that are implemented to maintain the data
fidelity and to guarantee the robustness of the model [2][3].

The experimental discussion proves to be very precise on binary and multi-class classification; and
XGBoost is better in complex detection procedures than the Random Forest [4]. Not only does this
paradigm help to increase the operational effectiveness of IDS, but it also yields understandable and
reproducible findings, which is why it can be easily deployed in real-world network observation
systems [5].

1.1 Problem Statement

The current intrusion detection systems have difficulties in both detecting malicious traffic and
classifying various types of attacks at the same time, particularly when there is a class imbalance
and complex network behavior. Single-phase machine-learning techniques do not always have the
needed strength where signature-based approaches are ill-suited to accommodate the emerging
threats. In this study, the limitations are resolved by creating a two-step IDS that uses Random Forest
and XGBoost to deliver reliable and explainable network traffic monitoring.

1.2 Objectives

I.To create a two-stage intrusion detection model that can perform binary and multi-classification in
order to appropriately differentiate between normal and suspicious network traffic.
I1.To compare the results of the performance of Random Forest and XGBoost algorithms in the terms
of accuracy, precision, recall, and F1-score of both classification phases.
I11.To reproducible machine-learning pipeline in operating continuous network traffic surveillance that
delivers comprehensible results and demonstrates reasonable deployment performance.

1.3 Scope of Study

The study is limited to the use of machine-learning methods on the UNSW-NB15 dataset to support
binary and multiclass network-traffic classification. The study not only compares the results of the
Random Forest and XGBoost classifiers but also solves the problem of class-imbalance as well as
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offers a stable and tested framework that can be easily tailored to real-life network intrusion detection
systems.

2. RELATED WORK

It has been emphasized in recent research that there is an explosion in the usage of ensemble machine
learning algorithms in intrusion detection systems (IDS) due to their resilience and high accuracy
rates. The use of Random Forest and XGBoost has been reported widely as effective both in binary
and multiclass attaching classifications, successfully suitable in the conditions of complex network
traffic patterns and imbalanced data distributions as shown in references [6] and [7]. Comparative
investigation studies based on datasets like CICIDS2017 and UNSW-NB15 show that XGBoost
achieves higher results in multiclass scenarios, and the Random Forest maintains the same level of
stability in the detection and requires less to be computed as observed in [8] and [9]. The further
improvement of detection rates and the reduction of false positives through hybrid methodological
constructs that combine feature selection, preprocessing and ensemble techniques that are supported
by the results in references [10], [11], and [12]. According to the recent empirical implementation
in Internet of Things (IoT) and cloud computing settings, explainable Al schemes namely: Random
Forest and XGBoost enhance the interpretability and operational robustness as evidenced in
references [13], [14], and [15]. All these lessons culminate into the architectural design of the current
two-phase IDS system that is based on random forest in the initial binary classification and XGBoost
in the multiclass attack detection.

3. METHODOLOGY

The intrusion detection system (IDS) 1. UNSW-NBIS Dataset
. . (175k train, 82k test instances)
proposed has a two-stage machine learning I
architecture to be able to categorize the
network traffics. A binary classifier will & @,
first distinguish normal and malicious * Missing Value + Feature Scaling + Categrical Feature | [Eno ]
. R . . Imputation (StandardScalcer) (One-Hot)
traffic, and then a multi-class classifier will |
dlstlngmsh betwe_en certain types of attacks.
Such a hierarchical approach guarantees Model: Random Frest / XGBoost
optimal detection as well as fine-grained TR PN
p - g L——— Malicuus Traffic
detection of attacks.
Model: Bandom Frest / XGB_oostA
31 D ataset . Task. Specific Attack Type CIafsnﬁcatlon
+ Analysis, Backdoor * Generic
* DOS, Exploxits Shellcode
. * R Worms
The system has been built based on UNSW- o
NB15 dataset which is a popular reference Evaluation
. . . . (Accuracy, Precision, Recall, F1-score, Confusion Matrix,
material on network intrusion detection 5-fold Cross-valdation)
studies. The data set is 175,341 training Figure 1: Methodology work-flow diagram

instances 82,332 test instances with 45 different
features describing network traffic such as protocol, packet, timing, TCP-specific, and connection-
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tracking variables. The data will consist of ten types of traffic; Normal, Analysis, Backdoor, DoS,
Exploits, Fuzzers, Generic, Reconnaissance, Shellcode, and Worms.

3.2 Data Preprocessing

The following steps of preprocessing are used to ensure the quality of data and reliability of the
models:

Missing-value imputation: Numbers are filled with a median, categorical are filled with a constant.

Feature scaling: (Standard scaling) Numerical features are normalized by means of standard
scaling.

Categorical feature encoding: One-hot encoding transforms categorical variables (proto, service,
state) into numerical data.

Train-test split: Stratified sampling helps maintain the same Class distribution in the training and
test set and hence eliminates dataset imbalance.

3. Feature Engineering
Every feature of the network-traffic is used (45). There are the following categories of features:
Categorical: protocol type, service, state of connection.

Numerical: the number of packets, number of bytes, duration of a flow, rate, and load
measurements.

Connection-tracking: network session behavior variables.

Such a wholesome feature amalgamation allows the models to learn statistical and behavioral
patterns of network traffic.

3.4 Machine Learning Models
There are two ensemble-learning algorithms used:

Random Forest (RF): An ensemble of decision trees that can identify the non-linear relationships
and provide an idea of the importance of features. RF is resistant to noise and overfitting and so it
can be used when performing a binary or multi-class classification.

XGBoost: A gradient-boosting machine, which builds weak learners consecutively, and optimizes
it with regularization. XGBoost effectively interacts complicated feature interactions and it is more
accurate in multi-classes.
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3.5 Prototypical Training and Assessment.

The IDS can be evaluated on binary and multi-class tasks with the help of the following metrics:
accuracy, precision, recall, and F1-score. Confusion matrices are a graphical analysis of the per-
class performance. The use of five-fold cross-validation is done to guarantee generalizability and to
reduce overfitting.

3.6 Two Phase Detection Workflow.
Phase 1: The binary classifier is used to separate normal traffic and attack traffic.

Phase 2: Traffic that is malicious is only passed over to the multi-class classifier to identify the type
of attack.

This top-down workflow can be used to minimize computational cost of multi-class classification
and maximize detection accuracy, especially in minority attack classes.

4. RESULTS AND ANALYSIS

The UNSW-NB15 dataset was used to test the proposed two-phase intrusion detection system, and
this dataset has 175,341 training observations and 82,332 test observations on 45 network-traffic
features. The model performance was evaluated in binary and multi-class classification (normal
versus attack and a particular attack category), respectively, using standard measures, such as
accuracy, precision, recall, F1-score, and confusion matrices.

4.1 Binary Classification Performance.

Random Forest (RF) and XGBoost demonstrated a significant level of effectiveness in
differentiating between normal and malicious traffic. RF had an accuracy of 93.84 -1, precision of
97.21 -1, recall of 93.03 -1 and F1 -score of 95.07 -1. XGBoost marginally outperformed RF with
an accuracy of 94.14, precision of 95.59, and recall of 95.22 and F1-score of 95.41. These results
show that both models can consistently identify attacks with XGBoost being slightly more consistent
in all metrics.

Random Forest - Binary Classification Confusion Matrix
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Figure 2: Binary Classification Confusion-Matrix Plot
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4.2 Multi-Class Classification Results.

RF in the multi-class detection case produced a total accuracy of 75.51, as compared to 80.74 by
XGBoost. The per-class precision, recall and F1-scores have been summarized in table 1. The
Generic and Fuzzers attack types had a high performance, with both models achieving F1 -scores
values above 0.85. Minority classes like Backdoor, Worms and Analysis were also seen to perform
poorly and this could be explained by the fact that the class was underrepresented in the dataset.

Random Forast - Multi-cles Classif

Fano

Figure 3: Multi-class Classification Confusion-Matrix Plot

XGBoost was able to and did outperform these minority attacks in recall which highlights the ability
to model skewed distributions and complex patterns.

Table 1: Multi-Class Classification Summary (F1 -score).

Attack Type RF F1-score XGBoost F1-score
Analysis 0.15 0.27
Backdoor 0.09 0.17
DoS 0.41 0.17
Exploits 0.67 0.74
Fuzzers 0.86 0.87
Generic 0.99 0.99
Reconnaissance 0.84 0.85
Shellcode 0.56 0.59
Worms 0.44 0.21
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Comparison of F1 -scares: RF vs XGBoost by Attack Type
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Figure 4. Comparison of F1 Score of RF vs XGBoost by attack type
4.3 Training Time and Model Complexity.

The model file used was relatively large (257MB) which is analogous to the ensemble of decision
trees, and took 1.17 minutes to train RF. XGBoost was smaller, producing a model of 13.6MB and
having a little greater training efficiency and shorter predicting time, thus making it more appropriate
in a real-time deployment setting.

4.4 Analysis and Insights

I. Two-phase detection reduces computational load for multi-class classification, as only malicious
traffic is processed in the second phase.
I1.XGBoost outperforms RF in multi-class detection due to its gradient boosting optimization and

regularization, particularly for minority classes.

I11.Both models perform well in binary classification, but class imbalance remains a challenge for
minority attack detection.

IV.Visualization of confusion matrices confirms that Generic and Fuzzers attacks dominate the dataset,
explaining higher per-class metrics.

CONCLUSION

The study outlines a two-step network intrusion detection system based on the Random Forest and
XGBoost classifiers. The two methods achieved high accuracy in binary classification, which has
the effect of effectively separating normal and malicious network traffic. In the framework of multi-
class detection, XGBoost demonstrated a better performance in comparison with the Random Forest,
particularly in the identification of the minority attack subclasses. The introduced framework thus
demonstrates strength, reproduction, and explicability of network traffic surveillance to provide a
practical basis of future enhancements, such as real-time operationalization and the correction of the
imbalance in the classes.
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