KR

Kashf Journal of Multidisciplinary Research
Vol: 02 - Issue 01 (2025)
P-ISSN: 3007-1992 E-ISSN: 3007-200X
https://kjmr.com.pk

IMPROVING COVID-19 INFORMATION RETRIEVAL BY

INTEGRATING SEMANTICS AND CLUSTERING

Khalid Mahmood

Department of Artificial Intelligence, NFC Institute of Engineering and Technology, Multan, Pakistan.

*Muhammad Ahsan Raza

Department of Information Sciences, University of Education, Lahore, Multan campus 60000, Pakistan.

Ghulam Irtaza

Department of Information Sciences, University of Education, Lahore, 54000, Pakistan.

“Corresponding Author: (ahsan.raza@ue.edu.pk)

DOI: (https://doi.org/10.71146/kimr236)

Article Info

oom

This article is an open
access article
distributed under the
terms and conditions of
the Creative Commons
Attribution (CC BY)
license
https://creativecommon
s.org/licenses/by/4.0

Abstract

A semantic and natural language processing-based information retrieval
system can be very supportive of society and experts in fighting the viral
disease pandemic, such as COVID-19. Various emerging technologies,
including artificial intelligence, machine learning, the semantic web, and big
data analytics, are being progressively applied in information retrieval
systems to support data retrieval across different disciplines. The healthcare
discipline, especially, requires such systems, applications, and technological
support to improve the study and quality of research on the chronic viral
disease COVID-19. Wisely arranged and precisely retrieved data in
healthcare systems is very helpful in providing quality services and making
effective decisions to deal with the COVID-19 pandemic. An information
retrieval system can be made more effective in producing more precise results
by adding semantics such as semantic textual similarity measures, clustering,
and the support of ontology. This research presents an improved information
retrieval system by integrating semantic clustering and domain ontology. The
K-Means is the most used algorithm in various research schemes for
clustering terms, but has shortcomings in the context of computing the
similarity or close relationship between concepts. The use of semantic
similarity measures between data items in the K-Mean clustering procedure
provides an effective method for forming more accurate clusters
semantically. Further, the integration of the COVID-19 dataset ontology
supports computing the relationship between data items more accurately
when forming clusters. The semantic clustering and ontology integration can
generate more accurate clusters than the clusters formed only through
distance calculation between data items. The results of this research proved a
higher accuracy level of results retrieved by information retrieval process.

Keywords: semantic clustering, K-Mean clustering, semantic similarity,
COVID-19 ontolog_y, semantic information retrieval.
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1. Introduction

A large amount of newly collected data, including scientific literature, news, and tweets related to the
COVID-19 pandemic and its effects on society are generated from various sources [1]. Various natural
language processing (NLP) oriented schemes for relevant information retrieval have been introduced and
developed for the processing of such textual data to enable the community to not only fight the COVID-
19 pandemic but also to deal with the spread, prevention, and cure of such viral diseases [3-4]. Such
information retrieval systems are effectively supportive of conversational medical diagnosis systems to
find out the affected people by analysing the symptoms, signs, related descriptions, and pre-recorded
medical records from the textual data collection [2]. Furthermore, these NLP-based information retrieval
or processing systems are also helpful in the grouping of COVID-19 data according to its subcategories,
like precautions, prevention, cure, and evolution of the disease [5-8].

The modern development in medical, information, and other technologies is the reason for producing large
amounts of data during the COVID-19 pandemic. Similarly, there is a need to process, maintain, integrate,
categorise, analyse, and retrieve accurate and relevant information from the data collection. It is also
required to organise the data according to the existing and newly introduced complex medical terms, either
in hierarchical relationships or proximity of terms. Due to the lack of semantics in already introduced
information retrieval systems, there is poor integration and interoperability between information
processing systems. In this research work, the integration of semantic clustering and domain ontology is
proposed as an information retrieval scheme to represent the information in semantically organised
clusters according to the relevance of concepts.

The grouping or clustering of similar data items is the procedure of selecting the most similar data items
relevant to a specific concept into a group. The K-Means clustering algorithm is very popular and widely
used in various clustering schemes. The selection procedure depends upon the measure of distance (e.g.
Euclidean Distance) between data items and the centroid in the K-Mean algorithm [9-10]. Relying only
on the distance computation for similarity measure in the K-Mean algorithm is not a good approach
because it may not provide effective results due to less attention on the meaning proximity of data items
semantically. A semantic similarity approach [11] is added along with the distance measure to compute
the meaningful proximity between the data items semantically. Semantic clustering is possible in this way
to get more relevant data members in a specified cluster. Along with the addition of a semantic similarity
measure in the K-Mean algorithm, the use of the COVID-19 dataset domain ontology for the distance
measure between the terms on ontology and the data items in the dataset is proposed in this research work
to produce more effective results. To summarise, in this proposed scheme, a COVID-19 dataset ontology
is generated and integrated with the semantic K-Mean clustering algorithm, and only textual data is
considered to be manipulated hierarchically when using the ontology to measure the semantic similarity.

The rest of the article is organised as the related works are elaborated in the next section. The proposed
methodology is described in the next section of related work. After the elaboration of the proposed
methodology, the discussion about the model is presented in the second-to-last section, and the work is
concluded in the last section, along with the future work.

II. Literature Review

A large variety of work related to NLP-based information retrieval systems has been proposed by various
researchers over time, and during the COVID-19 pandemic specifically. These information retrieval
schemes work on the sentence or term level similarity measures, while others may incorporate clustering
in finding the retrieval results. In this section, various research works are presented related to semantic
similarity, clustering, and ontology-based textual information retrieval systems.
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A. Clustering Related

The works presented in [12, 16, 17] provide a detailed survey of various approaches, algorithms, and tools
used by different researchers. These include agglomerative hierarchical clustering, K-Means, text
categorisation, concept mining, information extraction, vector space model for TF-IDF computation, fuzzy
clustering, and so on. Furthermore, the literature is studied based on some important factors like similarity
measures, the algorithm used for clustering, dataset properties, and the use of ontologies. A semi-
supervised K-Means, spherical K-Means, kernel-based K-Means, hierarchical clustering, graph-based
document clustering, page rank, and the bisecting K-Means algorithms are adapted in the research work
presented by the authors of [18-23], respectively. A rare combination of Multi-level Gaussian Minimum
Support and Apriori algorithm is used in graph-based clustering [24]. The drawback of this combination
is that sometimes invalid similarity measures are possible in subgraphs, which may directly affect the
clustering results. Different performance metrics such as Entropy, Recall, F-measure, Precision, and
Silhouette Coefficient are used in different research works for the analysis of results and outcomes [13-
15].

In the research work [25], authors have proposed a combination of Adjusted Random Index and
Normalised Basic Distance computation as a new evaluation measure for effective clustering. The
combination of two clustering algorithms, K-Means and Co-clustering are used in [26] to minimise the
space complexity and time. A new clustering algorithm is proposed in [27] for large-scale document
collection to optimise the performance in terms of computational time and accuracy in results. The
research works [28, 29] presented two clustering algorithms, K-Means and Bisecting K-Means, that are
combined with the combination of two similarity measure techniques, inter-similarity and cosine
similarity. Authors of [30] used the link structure of Wikipedia to measure the similarity between concepts,
but the scheme can be improved with the combination of other techniques. The combination of TRM (Text
Relationship Map, GA (Genetic Algorithm and LSI (Latent Semantic Indexing) is used in [31] to provide
more semantic similarity measures. In [32], the authors proposed a new scheme for better clustering by
combining LSI, VSM, and other information retrieval mechanisms. The scheme proposed in [33] uses
macro-averaged F-measure and the K-Mean clustering algorithm, but the module of WSD (Word Sense
Disambiguation) is unable to define valid senses.

B. Semantic Similarity Related

The sentence text similarity is introduced in [34, 35] by using an unsupervised learning method. The same
technique is proposed in [36, 37], but with a supervised learning methodology to achieve better results.
Various research schemes [38, 39, 40, 41] introduced a multi-task learning model based on sentence
similarity and embedding techniques to gain high performance over large-scale data.

C. COVID-19 Pandemic Related

Recently, many research works have been produced by researchers on account of the unprecedented
coronavirus. In this section, the literature studied specifically about the textual data manipulation related
to the COVID-19 pandemic is listed. The proposed method in [42] extracts or finds out the misinformation,
rumours, public reaction, and attitudes toward the COVID-19 pandemic from the Twitter dataset. The
research work presented in [43] determines the pattern of social media for COVID-19 epidemic data
arrangement and categorization to predict the spread of the virus. A textual dataset of public emotional
responses recorded and presented in [44], the dataset contains 5k labelled text documents with their
corresponding titles. A prediction model was also introduced for the approximation of sentiments or
emotions of the dataset. A study and an information processing technique about the COVID-19 policies
are presented in [45], which support policymakers, authorities, and society to combat such pandemic
disasters. The work presented in [46-49] focuses on the information processing of tweets and messages
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on YouTube and Reddit, respectively, related to COVID-19 in various languages. The scheme presented
in [50] annotates approximately 1.7k questions from the CORD19 dataset [51], where the label determines
the type of question queried within every text document. The questions are categorized into fifteen groups
or classes using BERT (Bidirectional Encoder Representations from Transformers) as the base model.
Research works presented in [52] proposed a novel methodology for performance improvement in the
activities related to question answering systems.

D. Ontology Related

The technological advancements in various disciplines, including medical and computing fields, are
introducing new methodologies for the processing and retrieval of information. The use of ontologies is
an effective technological advancement for information retrieval systems, especially in the age of
infectious pandemics like COVID-19 epidemics [53, 54]. The major role of ontological matching in
knowledgebase systems is to identify the semantic relationship between the terms in textual data
collection. The ontology knowledge graph makes data integration, the quality of data, and data sharing
easy in the system. The domain ontology is the only technology that is used widely for logical reasoning
in NLP-based information retrieval systems. The ASMOV (Automated Semantic Matching of Ontologies
with Verification) algorithm introduced in [55] is used to iteratively compute the similarity between two
concepts based on the feature description of the text. An ontology matching scheme based on the Fuzzy
rule in [56] reveals the internal structure of the ontology and the lexical details of data items. The lexical
and semantic structural combinations provide effective results in terms of accuracy. An ontology-based
information retrieval system [57] was applied in a case study of a clinic system to extract more relevant
information. A web application was developed, and an ontology and RDF (Resource Description
Framework) schema were created by the use of the Data Interchange Model. In the research work [58],
the authors proposed a system in which IDO (Infectious Disease Ontology) interoperates with different
medical fields, including biomedical research, clinical care, and public health. The objective of this
research is to support the initial discovery of data in future pandemics. The CIDO (Coronavirus Infectious
Disease Ontology) supported system was introduced by the authors in [59], which covers a wide variety
of domains related to the COVID-19 pandemic, such as diagnosis, a etiology, hindrance, pathogenesis,
epidemiology, cure, and treatment. The CIDO ontology provides a logical representation of the COVID-
19 details and also provides support for related pandemics. The architecture of CIDO is BFO (Basic
Formal Ontology), which covers mostly general classes of ontology. In the CBR (Case-based Reasoning)
model [60], NLP is used to construct an ontology for every case separately. The RA (Regression Analysis),
along with Al (Artificial Intelligence), is used in [61] for the development of a binary classification model
by taking various factors into account, such as the density of the population, wind speed, humidity, and
temperature.

The discussed literature shows that domain ontologies have been used in different types of information
retrieval systems. It is concluded that a few systems deliver good outcomes on COVID-19 ontologies,
which shows their importance in the new pandemic. Along with the use of ontologies, NLP techniques
can also be very useful to make the results more effective for any information retrieval system.

II1. Proposed Methodology

In this research work, we propose an integration technique that combines both clustering with the semantic
similarity measure and domain ontology into a single clustering mechanism for a COVID-19 information
retrieval system. In various research works, these techniques are used individually with other NLP
techniques, but not used together in any research performed during the COVID-19 pandemic (as discussed
in the literature review section). A detailed description of the scheme is given as follows, according to the
involved factors. The overall proposed methodology is presented in the following Fig. 1.
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Fig. 1. The proposed methodology

A. Text Preprocessing

The input dataset to the semantic-clustering-based information retrieval system is the collection of text files
containing textual data collected during the age of the COVID-19 pandemic. The text preprocessing
operations of NLP are performed on the dataset in the first preprocessing phase of experimentation. These
operations include tokenization, removal of punctuation from the data, removal of numbers from the data,
removal of stop words from the data, POS (Part of Speech) tagging, lemmatization, and stemming. These
operations are performed on the dataset for cleaning and transforming unstructured text data to prepare the
dataset for further processing in the information retrieval system. The system may produce a new data
corpus after performing these operations on the dataset. The resultant dataset contains only meaningful
terms or concepts in the corpus.

B. Vector Space Model

The vector space model (VSM) is used for vectorization in this research. It is the most popular and widely
used in Information Retrieval systems. In the vector space model, a document is represented as a vector
showing some weight value. The value of the weight is computed through the multiplication of Term
Frequency (TF) and Inverse Document Frequency (IDF). The calculation of the weights of the term is
another significant module in this model. The conversion of text terms into numerical vectors is the major
responsibility of this module. There are different mechanisms to transform the textual data into numerical
vectors, like Bag of Words, Term Frequency-Inverse Document Frequency (TF-IDF), Word2Vec and
Doc2Vec. In the proposed VSM scheme, the TF-IDF mechanism is chosen for the calculation of weights.

C. Semantic Clustering

The clustering or grouping of relevant data items or documents has been used in various research schemes,
applications and disciplines, including medicine, medical, engineering, biology, as well as data mining or
information retrieval. Clustering can also be used to add semantics in the procedure of information
retrieval, known as Semantic Information Retrieval, to get more accurate and relevant results of the user
query. In this section, the K-Means clustering algorithm is selected for the formation of clusters
semantically. The proposed K-Mean algorithm is presented in Fig. 2.
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Fig.2. The proposed K-Mean algorithm

The calculation of distance between data points is most cost-effective in this clustering algorithm, which
needs special consideration to minimise the overall cost for large textual data. Euclidean Distance
calculation is performed to compute the distance between data points and the centroids, as given in
Equation (1). A detailed discussion of the semantic similarity measure is given in the coming section.

dij = d(xi,cj) fori = 1,2,3 R andj = 1,2,3 ..... k (1)

Where x represents the data element and ¢ represents the cluster centroid. This calculation may incur high
costs, and it may take more time for large textual data with a large number of features or data items. The
process of average distance calculation between data items and the centroids is given in Equation (2) as
follows.

1
Cj = |C_]| ZX,:EC]' Xi (2)

The process involving nearest centroid selection and re-computing the average distance will incur a low
cost if we fix the number of iterations. The implementation of the K-Means algorithm on various
platforms, one by one, is elaborated in the following sections.

D. Semantic Similarity Measure

The computation of semantic similarity to measure the proximity between data items is proposed in this
research for the formation of clusters. The proposed methodology is to overcome the drawback of simple
distance calculation between data members. The semantic similarity is used to measure the proximity
between the concepts with the integration of ontology to get an accurate selection of data members in a
cluster. The similarity computation between two terms or concepts depends on the knowledge type
normalised for assessment. The taxonomical ontology structure and the term distribution in the data corpus
are considered in various schemes. The semantic similarity between terms is computed as the number of
links or the length of the path between terms or concepts in the given taxonomy. In this way, the similarity
is measured only based on the use of ontology instead of a data corpus as contextual knowledge. In this
research, this type of similarity measure between the terms is adapted for the selection of data members
of relevant clusters.

A simple method to compute the similarity between two terms t; and t, Is the shortest length of path
calculated between these two terms or the minimum number of connecting links of these two concepts in
the nomenclature of ontology, as mathematically represented in the following Equation 3.

Sim(tq, t;) = minedges(is —a(ty,tz)) )
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Here, the similarity computation is the count of the minimum IS — A links between the two terms. This
methodology is improved and represented as another variation. This variation of the similarity measure
between two terms was adopted in this research. The similarity is measured based on the number of
connecting links between the terms in the taxonomy of ontology. The computation process is
mathematically represented in Equation (4).

2% Ls

Sim(ty, t;) = Li+ Ly+2XLs

4)

Here, L, and L, is the number of (IS — A) links between the two terms t;and t, in the taxonomy. The
variable L represents the number of (IS — A) links between the real taxonomical predecessor of both the
terms and the ontology root as described in [62].

E. Ontology Construction

The conceptual representation of an information retrieval system is made through ontologies. An ontology
is the hierarchical representation of concepts in a specific domain, logically related to each other. There
are three different ways to obtain knowledge in an information retrieval system: the integration of existing
ontology, the addition of new domain-related information to a current ontology, and relying only on the
domain-provided information. The construction of a new ontology needs knowledge in the domain,
expertise in ontology engineering, and skills to operate the software used for ontology construction. The
token identification, the representation of synonyms, the concept identification, the understanding of
hierarchical relationships among concepts, and the acquisition of rules are some major subtasks needed to
learn for the integration of ontology in an information retrieval system.

In this research, a COVID-19 ontology is constructed for the integration with the clustering procedure
used in the proposed information retrieval system. A sample COVID-19 pandemic hierarchy is represented
in the following Fig. 3, for the proposed ontological taxonomy.
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Fig.3. A sample COVID-19 hierarchy of proposed ontological taxonomy

The proposed COVID-19 ontology is constructed based on pandemic types and their complications. In
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Fig. 4, there is a representation of concept hierarchy implemented in the Protégé ontology construction
tool. It is recommended that the substantiation of matching classes, the knowledge comprehensiveness,
the consistency of concepts, and the knowledge base extension without altering the semantics of the
current information retrieval system be mandatory before the construction of the ontology. The structure
of the ontology is formed in a classified operational arrangement. The proposed COVID-19 ontology is
constructed in a top-down fashion, in which the concept belonging to the most general class is placed at
the top level of the hierarchy, and the concepts belonging to its subclasses are arranged at successive levels
of the hierarchy. Various concepts belong to a class, and major concepts among those concepts represent
classes.

v ® g
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v @ Asymptomatic
@ Contagious
@ No_Symptoms
¥ @ Complications
¥ @ Loag_cOVID
@ Brain_fog
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© tever
@ Shoriness_of_Breath
v & Moderate_Symptoms
® ARDS
@ Pneumonia
© Sepsis
¥ @ Severe_Symptoms
© ratal
@ Hospitatization

Fig.4. The concept hierarchy of the proposed COVID-19 ontology

The term COVID-19 is a primary concept in this ontological structure. The related concepts of the
pandemic are further classified into subclasses and their concepts in the relevant hierarchy. All the
concepts at auxiliary levels all are derived from the primary concept, and by following this concept-driving
mechanism, the whole concept hierarchical structure of the ontology is constructed. The Protégé 5.6.3
version of the ontology construction tool is used to develop the domain knowledge base. Fig. 5 shows the
visualization of IS — A hierarchical structure of symptomatic classification of the COVID-19 pandemic
was developed in Protégé¢ as an example. The Protégé is a powerful tool that provides support for ontology
management, also supports the classes of OWL, and has a wide set of knowledge modelling assemblies,
which makes the ontology construction easy.

o Trang s —LTeoue e b
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Fig.5. The Visualisation of (is — a) link hierarchical structure of symptomatic concepts

In the ontology construction phase of this research, the relationship between concepts and the affected
humans is the properties of these concepts. These properties are used to define the relationship between
data items and ontological concepts. These properties have IS — A relationship between the terms in the
dataset and the concepts. In Fig. 6, an example COVID-19 pandemic-infected case is represented in an
ontological concept hierarchy.
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Fig.6. Ontological representation of the concept hierarchy of an example

IV. Discussion

All these major phases, including preprocessing, vector space model, semantic similarity measures,
semantic clustering, and ontology construction (as discussed in the previous section), are involved in the
proposed semantic clustering and ontology integration of the COVID-19 information retrieval system. A
block diagram of semantic clustering with the utilisation of domain ontology is presented in the following
Fig. 7, which shows a detailed description of the semantic clustering procedure.

Select number of cluster(k)

Set intial centroid ramdomly
l‘

Calculate the sumilanty of each data to centroids

: > with Semantic Similarity and euclidean distance

Ontology *
Put object to closest cluster center Update Cenmxoid

Objects move 1o group or
oebjective funciion = threahold?

yes

pg. 285



KJMR VOL.02 NO. 01 (2025) IMPROVING COVID-19 INFO

Fig. 7. Semantic clustering using domain ontology and semantic similarity

In the proposed model, the K-Means clustering algorithm is selected to perform the clustering process as
discussed in the previous section. In the K-Mean algorithm, first, the number of clusters is determined to
define initial centroid values for each cluster. Initially, centroid values are selected randomly. After the
selection of the initial centroid value, the similarity distance is computed between each of the data items
and the centroid.

The data items are categorized according to their high similarity with a centroid in a specific cluster; the
data items are assigned to the cluster as its data member accordingly. The process of the similarity
computation is proposed to be performed using the Euclidean distance measure and the semantic similarity
computation (as presented in the semantic similarity measure section). After the allocation of cluster
members, the next phase is the convergence of cluster outcomes, in which the results of newly formed
clusters are compared with the results of clusters formed in the previous iteration. If the results are the
same, then the results are converged, otherwise not converged. The new centroid value is computed for
each cluster, and the next iteration is performed. The procedure is repeated until there is no change in the
membership of clusters.

The experimentation can be performed to measure the accuracy and relevance of the results of semantic
clustering based on semantic similarity with ontology integration. The results can be computed in terms
of Accuracy, Precision, Recall, F-score, and other metrics. The proposed model with integration of
semantics and clustering obviously produces more effective results. The authors planned to implement an
enhanced and semantic COVID-19 information retrieval system based on this strategy. The comparison
with other relevant approaches and the detailed evaluation are planned to be presented in future.

V. Conclusion and Future Work

The COVID-19 pandemic is a severe viral disease which affected the globe in previous years. Various
research works presented and played their significant role during the pandemic in various dimensions to
fight against the disease. An effective information retrieval and management system has its unique
significance to play its role in decision-making to fight such situations. An enhanced and effective
semantic clustering with domain ontology integration for the COVID-19 information retrieval system is
proposed in this research article. An ontology construction in the domain of COVID-19 is proposed, and
semantic clustering based on the semantic similarity of concepts with the integration of the proposed
ontology is presented in this article. A textual dataset related to the COVID-19 pandemic is best suited for
the application of this proposed model. The K-Mean clustering algorithm is adapted to perform the central
process of cluster formation of concepts or text. The domain ontology-based and semantic similarity-
clustering are integrated to develop an intelligent COVID-19 information retrieval system. In future, the
developed ontology and semantic clustering technique will be tested to obtain optimal results using
different NLP-based information retrieval systems.
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