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Abstract 

The purpose of this research is to evaluate and compare several machine learning models 

according to their accuracy, considering their generalization capability and their ability to 

provide clinical explanations. Primary data was acquired from 150 case (cancer patients) 

and 80 control (cancer-free) respondents from cancer treatment centers. Multilayer 

perceptron (MLP) and logistic regression algorithms performed better than the traditional 

methods in predicting breast cancer incidence. The above results are meant to speed up the 

process of early cancer prediction and show AI experts new ways AI is being used in health 

care. 

  Keywords: AI, Breast Cancer, Machine Learning, ML Algorithms. 

 

 

mailto:shazma.tehseen@lumhs.edu.pk
https://kjmr.com.pk/kjmr


KJMR VOL.01 NO. 12 (2024) ENHANCING EARLY... 

   

pg. 314 
 

 

I. BACKGROUND AND RELATED WORK 

As one of the fastest-growing NCDs, cancer adds 19.3 million new cases and 10 million fatalities by the year 

2020. Cancer affects one in five men and one in six women worldwide, with one in eight men and one in 

eleven women ultimately succumbing to the disease. In 2020, there will be an estimated 2.3 million new 

instances of female breast cancer, making it the most commonly diagnosed illness and a significant cause of 

cancer deaths [1]. Cancer of the breast is an abnormal development of malignant cells. It might spread to other 

areas of the body if not addressed. Among females, breast cancer has the highest incidence rate (excluding 

skin cancer) [2]. 

The process of diagnosis and treatment for breast cancer is time-consuming and costly, both for the individual 

and for society as a whole. This highlights the need for research into BC prevention strategies and early 

detection methods [3]. Early identification of cancer reduces the cost and duration of therapy, as well as the 

likelihood that the disease may spread to other regions of the body [4, 5]. The World Health Organization 

(WHO) and the International Alliance for Cancer Early Diagnosis (IACED) are just two of the many global 

health organizations that advocate for early detection as a means of lowering mortality rates [6]. 

The latest figures show that the incidence and mortality rate of breast cancer are on the rise worldwide, 

especially in the Americas, Asia-Pacific, and Africa. This emphasizes the need for early detection. Numerous 

studies have demonstrated the importance of early cancer diagnosis in reducing mortality rates [4]. Computer-

aided programs with cancer-related experience were finally developed as a solution to the problem of early 

cancer detection. The field of early breast cancer diagnosis utilizing ML for AI is growing as its own subject 

of medicine and computer science [6]. Thanks to the advancement of statistical methods and AI, doctors, 

scientists, and computer scientists may now work together to improve prognostic tools by applying techniques 

like factor analysis and regression analysis. These hybrid systems outperform simple empirical predictions in 

terms of accuracy [7]. 

One must proceed with caution when addressing the unique characteristics and screening limitations of cancer, 

and instead rely on a broad, non-specific approach to diagnosis that often involves minimal medical 

intervention. Generalized linear models, regression, correlation, and other statistical approaches have been 

used and advocated for in the diagnosis and categorization of malignant malignancies [8].  

Using AI, which can be aided by statistical approaches, can improve diagnostic accuracy and precision. Since 

AI algorithms can examine massive volumes of multi-modal data, they are helping to enhance the screening 

process by locating signals that would be difficult to locate manually. [9-11]. Through the use of algorithms 

and learned knowledge, artificial intelligence (AI) teaches computers to comprehend their environment and 

act accordingly. The data may be used to define criteria and automate the scientific process, which will 

improve cancer diagnosis. Supervised learning, in which the machine already has some idea of the outcome, 

and unsupervised learning, in which the machine has no prior knowledge of the outcome, are the two broad 

categories into which Machine Learning (ML) may be broken down. Data from both methods can be used to 

predict the presence or absence of cancer, as well as the likelihood of cancer occurrence. Natural Language 

Processing (NLP), Convolutional Neural Network (CNN), and Multilayer Perceptron (MLP) are the most 

frequently used algorithms in the health sciences. [12, 13]. 

Artificial intelligence systems can sort out confusing signals from massive amounts of heterogeneous and 

multimodal data, gradually learning about the factors involved in breast cancer and their effects [11, 12]. The 
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capability of the diagnosis system may be increased by using AI, which can begin analysis in screened patients 

using clinically defined parameters, hence improving cancer detection [7]. 

Numerous machines and deep learning strategies have been created for the detection and categorization of 

breast cancer. These methods may be broken down into three distinct subfields: preprocessing, feature 

extraction, and classification. Preprocessing facilitates the transformation of raw data into a format that can 

be processed by automated systems and meets other prerequisites. However, the feature extraction process 

may discriminate between cancerous and noncancerous tumours. [14–17]. 

A machine learning (ML) technique called Random Forest Classifier (RFC) is being used to find breast cancer 

in its earliest stages. RFC is a member of the family of algorithms that employ a collection of decision trees 

[18]. The model's final prediction is determined by the tree with the most votes from among all the trees in 

the random forest. Each tree (classifier) in RFC works as a member of a team, contributing to the overall 

prediction. Researchers found that RFC has several benefits, including excellent accuracy and efficiency when 

working with heterogeneous data, handling dichotomous classification, and addressing datasets with fewer 

variables than observations [19-26]. Because of its exceptional benefits and advantages, RFC is being used 

for the prediction and categorization of breast cancer in a variety of ways depending on the area of application. 

In addition to the ML algorithms listed above, there is another one known as logistic regression, which is a 

supervised machine learning approach utilized by AI in statistics. Despite the fact that the name contains the 

term "regression," it is a classification model rather than a regression. It is a popular categorization method 

due to its simplicity and excellent results with linearly separable classes. A logistic regression model, like the 

Adaline and perceptron statistical techniques, classifies binary classes and can be extended to multiclass 

classification [27]. Logistic regression is used to estimate the likelihood of a binary output, which might 

contain any of the two values: yes or no; true or false; and so on. The multinomial logistic regression version 

may handle scenarios with more than two possible outcomes. It assists in identifying the best category for a 

fresh sample [28]. 

II. MATERIAL AND METHODS 

A. Data Collection 

For the purpose of gathering data, two sampling methods were used: convenience sampling was used for data 

on cancer patients [28, 29] and simple random sampling was used for data on healthy women. Two important 

factors were rigorously considered while selecting the sample: avoiding sampling bias and selecting a sample 

that accurately reflects the socioeconomic class and ethnic makeup of communities [30, 31]. Second, the 

study's findings should be as broadly applicable to the community from which the sample was drawn as 

possible [32, 33]. 

B. Application of machine learning based prediction models 

Logistic Regression (LR) 

Logistic regression is a classification algorithm. The logistic or sigmoid function is used to generate this. The 

most popular method for determining which of two categories an observation belongs to is multinomial 

logistic regression, because of the presence of more than two categories. By using the GridSearchCV method, 

we were able to fine-tune the LogR model's hyper-parameters and get better results from the predictions. 

Random Forest Classifier  
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A random forest is a type of Meta estimator that employs averaging to increase predicted accuracy and control 

over-fitting by applying several decision tree classifiers to different subsamples of the dataset. A parameter 

determines the size of the subsample used to construct each tree; otherwise, the entire dataset is applied to 

each tree. Random Forest is also a form of supervised learning; it is one of the well-known algorithms in the 

machine learning field. The ML tool may apply to both classification and regression problem types. This is in 

line with ensemble learning where several classifiers are used in solving a difficult problem to improve the 

accuracy of the model. It worked well even without fine-tuning of the hyper-parameters. 

Multilayer Perceptron (MLP) 

The foundation of artificial neural networks is the node structure. Coherent neurons form many of its many 

levels. Layers are concealed between the input and output layers, which are themselves forced layers. Each 

prediction is made using a set of variables that are fed into the input layer, and the output layer then shows the 

result. They specify and update the weight of each neuron in each layer as they progress through the training 

process, which allows the model to generalize across new sets of data. The weights are used by the trained 

model to determine which units to activate given a set of inputs. The Multilayer Perceptron (MLP) is a well-

established model of neural networks frequently employed in classification and regression (Ahmed et al., 

2019). Prediction of breast cancer occurrence risk were accomplished with a Multilayer Perceptron Neural 

Network (MLP-NN) using Python version 3.9.7 with a configuration (10,30,10) of max 100 eps and a learning 

rate ("constant," "adaptive"). 

C. Model calibration  

Calibration of a model often entails a reduction in the cost function used by the training process. Model 

learning from the used training dataset then determines the appropriate weights. Overfitting, a kind of 

collective deficit, can occur at this stage, causing unwanted background noise and potentially negative training 

outcomes. The training dataset is inaccessible to hyperparameters, yet they add complexity in order to get the 

best model structure possible. Therefore, all models had their hyperparameters specified during the calibration 

process. 

Model performance metrics 

The mean square error (MSE), root mean square error (RMSE), mean absolute error (MAE), root mean square 

error (RMSE)-standard deviation of observations (RSR), and determination of coefficients are among the 

methods used to assess the model's correctness during training and testing in this investigation (R2). According 

to Moriasi et al. (2007), the model's accuracy may be rated as excellent (RSR 0.50), acceptable (RSR 0.50065), 

satisfactory (RSR 0.60050), or poor (RSR > 0.70). When the MAPE is small, the model is accurate, and vice 

versa (Lu and Ma, 2020)

III. RESULTS AND DISCUSSION 
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Fig. 1. The Pearson correlation coefficient between variables 

Correlation matrix was developed to find the association between different identified factors of breast 

cancer, and how they are effecting and moving with each other. 

 

A. Performance of developed machine learning models  

 

Numerous studies in a wide variety of fields have found that algorithms developed using machine learning 

improve prediction accuracy. This research suggests that ML approaches may accurately and precisely 

predict the probability of breast cancer occurrence in women who have never been diagnosed with breast 

cancer but who are exposed to the same causes as breast cancer patients. Three machine learning 

algorithms were examined in this study using both classification and regression techniques. There were 

two algorithms that significantly improved the accuracy with which breast cancer could be predicted. Both 

the training and testing data performed well after being separated. ML algorithms can improve the 

accuracy of classification and regression for the prediction of breast cancer, but current methods of breast 

cancer screening are either prohibitively expensive or require a physical examination at specialist 

facilities. The scope of this research can be expanded to include other cancers and other stages of the 

disease. This study's sample is representative of the general population, encompassing a wide range of 

racial and socioeconomic groups. The application of machine learning algorithms is required. Specifically, 

this research made use of two supervised machine learning algorithms: classification and regression. Here, 

we've taken on the challenge of figuring out how to compare the two kinds of algorithms in a meaningful 

way. For classification, accuracy, precision, recall, and FI score are some of the ways to measure 

performance. For regression, MSE, RMSE, MAE, R squared, and RSR are used. 

 

B. Results of the Algorithms 

The likelihood of developing breast cancer was predicted with the use of ML algorithms. The training was 

conducted using the 43 parameters shown in Fig. 1: correlation matrix. A set of all factors were considered 

for the training of the machine. Table 1, displays the prediction results, which reveal that MLP-NN 

outperformed other algorithms in training the machine in a specific setting, with an accuracy of 0.96, a 

precision of 0.96, a recall of 0.96, and an F1 score of 0.96. 
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Table 1: Performance of ML Algorithms 

Algorithm Accuracy Precision Recall F1 

Score 

Logistic 

regression 

0.95 0.94 0.95 0.94 

Random 

Forest 

Classifier 

0.95 0.94 0.95 0.94 

MLP-NN 0.96 0.96 0.96 0.96 

The results of the training and testing datasets for the prediction of breast cancer occurrence in breast 

cancer-free women using the similar exposure they have as breast cancer patients are presented in Table 

2 in terms of Mean Square Error (MSE), Root Mean Square Error (RMSE), Mean Absolute Error (MAE), 

and R-Squared. The results show that MLP performs slightly better than logistic regression and random 

forest classifiers. Although other models also did well in predicting cancer incidence, the results show that 

the MLP algorithm appeared asa co most efficient. In this work, three different prediction models are 

trained and verified using supervised learning-based algorithms (LogR, Random Forest Classifier, and 

MLP), and their results are compared to determine the most effective model. During model training, it has 

also been demonstrated that the MLP technique works well with a limited and finely tuned dataset. As a 

prediction tool, it is more precise and accurate. 

 

Scatter plot was constructed using the best fit line of the best acquired model to help examine the accuracy 

of the created models (Figures 2, 3 and 4, Plots showing prediction versus training and testing data). 

Predicted values from the models are shown in relation to the test values in the figure; these values are 

more closely aligned with the best-fit line for the MLP model than for any of the other models, 

demonstrating the model's validity. In contrast to the logistic regression and random forest classifier 

models, the MLP model's predictions were generally more in line with the testing data. In addition, logistic 

regression and the random forest classifier had a greater coefficient of determination (R2). 

 

Table 2: Performance metrics for ML model result 

Algorithm MS

E 

RM

SE 

MA

E 

R-Squared 

Logistic Regression     

Test Data 0.0

6 

0.25 0.06 0.73 

Training Data 0.0

2 

0.15 0.03 0.89 

Random Forest Classifier     

Test Data 0.0

4 

0.21 0.04 0.81 

Training Data 0.0

2 

0.15 0.02 0.89 

MLP     

Test Data 0.0

4 

0.21 0.04 0.82 

Training Data 0.0

3 

0.19 0.03 0.85 
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Fig. 2: MLP Testing Dataset 

 

Fig. 2: Logistic Regression Dataset 

 

Fig. 3: Random Forest Dataset 
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IV. CONCLUSION 

Before the development and use of AI and ML systems, accurate breast cancer forecasting was essentially 

unattainable. The process of diagnosis, screening, and detection was laborious, time-consuming, and 

costly because it included a physical examination and medical treatment. In this study, we explored many 

different machine learning strategies for making accurate breast cancer risk predictions. Possibly as a 

result of data tweaking through GridSearchCV, three ML models in this study showed promising results 

in categorizing and predicting breast cancer. After controlling for balance and normalisation, the findings 

indicated that MLP performed better with the dataset, whereas LogR was best suited to the smaller dataset. 

To determine which prediction model performed best, we utilized performance indicators such as mean 

squared error (MSE) = (0.04-0.03), root mean squared error (RMSE) = (0.21-0.19), mean absolute error 

(MAE) = (0.04-0.03), and coefficient of accuracy (R2) = (0.82-0.85). The results also confirm the MLP 

and LogR's ability to accurately identify the importance of input factors in BC prediction calculations. 

Therefore, the MLP and LogR models built by machine learning may be effectively utilised to assess BC 

forecasting in the current study region. These models are also applicable to other types of cancer research. 

Small data from just two cancer centers is a drawback of the study; additional data from a wider variety 

of sources might provide light on the disease at hand. This factor is expected to greatly increase the 

utilisation of ML models in the cancer research sector. Improve the current study by comparing the created 

models' prediction power to that of other ML models, considering a wide range of medical and 

socioeconomic inputs. 
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