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Abstract 

From heavy machinery to air conditioning, everything is getting automated and 

mechanized. Sensors facilitate automation. Sensors are utilized by industries and 

farms to collect data. Not only do agriculture and industry rely on data collecting 

and analysis; many other fields do as well. Sensors determine data accuracy. 

Typically, sensors fail at risk. Early sensor detection diminishes damage. This study 

discusses contemporary ways of fault-finding for researchers and professionals. This 

study uses the Kalman filter because it minimizes mean-squared error when 

estimating the state of the process. Even if the system being model is obscure, the 

filter can estimate past, present, and future states. Use a discrete Kalman filter. The 

discrete and extended Kalman filters are covered in this introduction. In addition, 

we will analyze a simple physical example using actual numbers. 
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Introduction 

As technology becomes better, engineering 

systems get better. The more intricate the 

system is, the higher the risk that something 

may go wrong with it. Techniques known 

as Fault Detection and Isolation (FDI) need 

to be utilized in order to locate faults as 

early as possible, isolate them, and then 

correct them. This must be done in order to 

maintain the integrity of the system in the 

event that something goes awry [1]. It is 

possible for fault detection, isolation, and 

identification technology to play a 

significant role in the improvement of 

system availability, safety, and reliability, 

as well as in the reduction of maintenance 

costs and the risk of catastrophic failures. 

FDII stands for fault detection, isolation, 

and identification. Over the course of the 

past few years, there has been a significant 

increase in the number of researchers who 

have focused their efforts on the 

development of complex fault detection 

and isolation (FDI) schemes. These 

schemes are a significant component of an 

FDII solution and have been the primary 

focus of the majority of these researchers. 

The standard operating procedure for an 

FDII is comprised of a number of 

significant steps, the most important of 

which are as follows: (a) the generation of 

residuals as indicators of faults; (b) the 

isolation of the faulty actuator, sensor, or 

component element; and (c) the 

identification and estimation of the severity 

of the fault parameter. [2]. Sensors are 

utilized extensively throughout the process 

of obtaining the necessary information. 

Because in the realm of the Internet of 

things (IoT), the entire system is reliant on 

sensors and the data that is produced by 

them. In most cases, however, sensors are 

the ones carrying out the monitoring, 

particularly with regard to the monitoring 

of the environment. Monitoring of 

aquaculture systems, disease detection, and 

use in industrial settings. For instance, in an 

agricultural system, sensors are designed to 

collect information regarding the level of 

moisture in the soil, as well as information 

regarding the nutrients and temperature, in 

order to determine the state of the crop's 

health and the quality of its output. Now if 

you look at the smaller picture or take the 

example of a smart home, the air 

conditioner (AC) is turned ON and OFF 

based on the data that is being provided by 

a temperature sensor. The use of sensors 

enables intelligent control and the support 

of precise agricultural practices. In general, 

sensors are installed in very harsh 

environments, which can include high 

temperatures and even being submerged in 

water. These conditions can cause the 

sensors to sustain mechanical damage and 

make them more prone to faults, which in 

turn will make them less accurate and 

unstable. One example of this can be seen 

in the power field, where the tachometer 

that measures the speed of the rotor is large 

installed generators is obviously available 

for any kind of mechanical injury as well. 

In the event that the sensors develop faults, 

the performance of the system could be 

negatively impacted, which could have 

catastrophic consequences [3]. Thanks to 

advances in machine learning algorithms 

and controllers, autonomous vehicles are 

now common in big cities. These strategies 

depend on sensor data. Sensor malfunctions 

and error propagation can damage the 

dependability and safety of autonomous 

cars. Monitoring and prognostics for sensor 

health are crucial. A sensor health 

monitoring system tries to predict the 

performance and dependability of sensors 

and make decisions on such predictions.[4].  

Advanced condition-based maintenance 

focuses on prognostics and health 

management. More productivity, 

maintainability, and dependability are 

needed. This strategy was established due 

to rising demand for all three (PHM). 

Optimized reliability depends on PHM, 

which uses predictive data. This follows 

what was said. Compared to model-based 

PHM systems, these data-driven solutions 

are easier to use, have a lower false alarm 
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rate, and consume less processing power. 

The emergence of AI, ML, and DL-based 

technologies has led to bias against 

traditional statistical model-based FDI 

approaches. AI, ML, and DL-based 

approaches learn deeper than statistical 

models (FDI)[5].  

1.1 Motivation and novelty 

• Industrial perspective: This strategy 

has the potential to improve the quality 

of both operation and maintenance, as 

well as provide early warning in the 

event that a piece of equipment fails, 

preventing accidents from occurring or 

escalating in severity. Additionally, it 

makes it simple to make rapid 

adjustments in the event that something 

goes wrong. This prevents any long-

term damage from occurring and 

provides the wind energy industry with 

technological guarantees that it can 

continue to expand. Because of this, 

having fault monitoring, fault 

diagnosis, and fault-tolerant control in 

the blade pitch system is of the utmost 

importance. On the basis of the 

diagnostic observers, a system for 

finding faults in the blade pitch system 

and isolating them was developed. In 

particular, a condition monitoring (CM) 

method of pitch systems in wind 

turbines has been emphasised as a way 

to watch how the blade pitch works. 

This method makes use of a supervisory 

control and data acquisition (SCADA) 

system. 

• Domestic perspective: A sensor takes 

the physical activity that needs to be 

measured and translates it into an 

electrical equivalent before processing 

it. This makes it possible for the 

electrical signals to be easily sent and 

subsequently processed. The binary 

information that an object is present or 

not, as well as the measurement value 

that has been reached, can be output by 

the sensor depending on the situation 

(analog or digital).   

In this research objectives are as follows: 

• To show drift error, also known as 

errors, which refers to the change in a 

sensor's low frequency over time.  

• To provide the system with information 

regarding the state of the sensor.  

• Use Kalman filter model (KFM) 

approach is used to come up with a 

strategy for error isolation. 

1. Literature Review 

In previous studies, an investigation was 

conducted into the process of implementing 

a NumPy module for a Kalman Filter in the 

computer programming language Python. 

The Kalman Filtering technique can be 

broken down into two distinct stages: the 

Prediction stage, and the Update stage. 

Following an evaluation of each stage, a 

coding structure in the form of a matrix-

input/output function is then allocated to it. 

This article demonstrates how a Kalman 

Filter can be used to solve the challenge of 

localizing mobile devices in wireless 

networks. They presented an illustration of 

utilizing this kind of filter for the goal of 

localization in wireless networks, whereas 

we demonstrated a technique that involved 

two steps. The subsequent step of this 

process will entail the installation of certain 

additional Bayesian filters. These filters 

include the Extended Kalman Filter, the 

Unscented Kalman Filter, and the Particle 

Filter. It is feasible that a third phase of 

estimating smoothing will be adopted in the 

future [14]. This research presents a novel 

method for the defect detection, isolation, 

and identification/estimation (FDII) of gas 

turbine engines, which can be applied to 

either a single sensor or many sensors 

simultaneously. Fault detection, isolation, 

and identification/estimation are what are 

meant by the abbreviation FDII. Our 

technique is based on a hierarchical 

multiple-model structure, and the generated 

Hybrid Kalman Filter (HKF) acts as the 

detection filter for that structure. It also acts 

as the foundation for our methodology. The 

HKF is still capable of capturing the 
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nonlinearities of the system despite the fact 

that linear Kalman filters are utilised in the 

analysis. This is achieved by combining a 

piecewise linear (PWL) model with a 

nonlinear on-board engine model (OBEM) 

in order to cover the complete operating 

range of the engine. This is referred to as 

covering the entire engine's operating 

range. Because of this, the HKF is able to 

take into account the nonlinearities of the 

system. Although each individual operating 

point corresponds to a greater operating 

range, in comparison to the multiple linear 

Kalman filter (MLKF), the method that we 

have proposed requires a lower overall 

number of operating points. This is despite 

the fact that the total number of operating 

points is lower. Another notable addition 

made by this work is the incorporation into 

our suggested sensor FDII system of the 

consequences of health parameter 

degradations. This is an important step 

forward in the research. This was 

accomplished by upgrading the reference 

baselines for OBEM health parameters, 

which enables it to be possible to eliminate 

false alarms and inaccurate defect 

detections. OBEM [2]. Autonomous 

driving research [4] requires precision and 

dependability. Faulty sensors cause certain 

algorithms to fail. Errors kill. Automated 

vehicles must predict problems. Machine 

learning models are trained using real-

world data and sensor simulations. This 

study reveals flaws. Forecasting, isolating, 

and identifying multi-fault multi-sensor 

autonomous cars. Our system uses two 

effective DNN topologies. Researchers 

provide a health index based on a sensor 

defect detection system. Combining the 

stated architecture with deep learning 

techniques enables self-driving cars to find 

and separate problems. Applying DNN 

models to multi-sensor control systems led 

to major discoveries. Even when the 

models were subjected to several types of 

faults, such as the drift fault, these 

discoveries displayed great isolation and 

identification accuracy for a range of 

sensors. This was true despite many model 

errors. Depending on the problem and 

sensor, the multi-class DNN fault 

identification system's performance ranged 

from 73% to 100%. After determining that 

the sensors are healthy, the signals are 

transferred to the system that checks their 

health. This process repeats until no sensors 

are faulty. The sensor fault detection 

system was used to build an HI measure by 

considering three ways the issue could 

worsen. This is done to make an educated 

guess about the sensors' status. The TFT 

network uses the HI measure to forecast 

how the sensors will behave in the future 

and identify potential problems. Quantile 

loss measures how well anything in this 

study performs. P10, P50, and P90 

quantiles lost 0.0315, 0.0611, and 0.0299, 

respectively [4]. In research [5], accurate 

and reliable autonomous driving is needed. 

Faulty sensors can cause algorithm failure. 

Killing errors. Automated automobiles 

must predict problems. Machine learning 

algorithms are trained using real-world and 

synthetic sensor data. This investigation 

shows flaws. Identifying, forecasting, and 

locating errors in multisensory autonomous 

cars it uses two DNN architectures. 

Researchers provide a sensor fault-based 

health index. Combining the above 

architecture with deep learning allows self-

driving cars to discover and categories 

problems. DNN models used to multi-

sensor control systems revealed fresh 

information. These results showed 

remarkable isolation and identification 

accuracy for a range of sensors, even with 

faults like the drift fault. Despite model 

errors, this was correct. Depending on the 

issue and sensor, the multi-class DNN fault 

identification system's performance ranged 

from 73% to 100%. Once the sensors are in 

good condition, the signals are transferred 

to the system that evaluates them. This 

process will continue until no sensors are 

broken. The sensor fault detection system 

was used to create an HI measure by 

considering the three scenarios in which the 
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problem could worsen. This allows an 

educated guess about the sensors' status. 

The TFT network uses HI to forecast sensor 

activity and identify potential faults. 

Quantile loss can be used to evaluate study 

results. P10, P50, and P90 lost 0.0315, 

0.0611, and 0.299. In this study [15], Data-

driven subsets will be constructed to isolate 

sensor problems. This increases the 

isolation's reliability. Using linear 

regression, erroneous signals and primary 

residuals can be estimated simultaneously. 

Both jobs are simultaneous. L1-regularized 

LSE estimates model parameters and 

sparseness. Raising the regularization 

weight did this. This method lets you build 

a string of residuals generators, each with 

its own fault sensitivity. The residuals 

generators' fault sensitivity allows this. 

Then, residual selection is used to help 

isolate the damaged sensor by boosting 

fault sensitivity. This approach recovers 

certain structured residuals. Strong, online, 

recursive. The Bayesian Filter calculates 

the residuals' distance from the nominal 

fault directions to evaluate the likelihood of 

a sensor fault. This technique was 

developed to improve modelling clarity. 

Six aircraft sensors were utilized to 

evaluate a defect isolation strategy. 

Multiple P92 Tecnam flights were 

investigated. This challenge was completed 

using aero plane data. LASSO's detection 

and isolation results are comparable to or 

better than LS-in RB's typical noise. This 

happens even when both systems are 

running normally. Our method beats LS-

RB in noisy sensor situations. Few LASSO 

residual repressors. Because our method 

employs fewer sensor data than LS-RB, it's 

less sensitive to sensor noise. Our solution 

leverages lower fault detection thresholds 

while maintaining the same fault 

probability ratio (FPR). This is crucial for 

real-time fault isolation. Early process 

problem diagnosis and plant safety and 

dependability are key to continued 

development. Oil exploration companies 

must monitor their Geophone string sensors 

to avoid losses (SG-10). Methods are being 

developed that will enable for earlier 

detection of process problems than typical 

limit and trend checks based on a single 

process variable. Utilizing low-

computational power devices such as the 

Raspberry Pi 4, in  this [1]   research, a 

number of pattern recognition strategies are 

tested for their effectiveness in identifying 

drift errors in sensor readings, and the 

results are analyzed and compared. Pattern 

recognition research is being conducted on 

a wide variety of different approaches, 

some of which include the Support Vector 

Machine (SVM), Artificial Neural 

Networks (ANNs), and K-Nearest 

Neighbor (KNN) classifiers. These are just 

a few examples. The findings of this 

investigation relied on the information that 

was acquired from (SG-10). In order to 

determine the four characteristics, an 

analysis was carried out on sensors that 

were either healthy or damaged, and these 

sensors were included in both the training 

data and the testing data (resistance, noise, 

leakage, and tilt). Offline testing on trained 

models has been done in order to detect 

drift problems in the performance of 

sensors utilizing models. The performance 

of the sensor had to be evaluated through 

the course of these tests. When determining 

which of the many algorithms were the 

most effective, we took into account not 

only their specificity and sensitivity but 

also their accuracy. The KNN algorithm 

managed to obtain an accuracy rate of 98 

percent, the ANN algorithm managed to get 

an accuracy rate of 98.3 percent, and the 

SVM algorithm managed to achieve an 

accuracy rate of 62 percent. The results 

indicated that the ANN and the KNN 

classifiers performed noticeably better than 

the others when measured against the 

datasets that were investigated (SVM). 

2. Proposed Methodology 

Putting an end to faulty reading has 

become a necessity. The quality of data-

driven sensor for predicting accurate 
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reading can enhance the overall research 

and safety process, thereby ensuring that 

many individuals sensor can lead better 

accuracy. Thus, Machine Learning (ML) 

enters the picture. We will employ Kalman 

Filter algorithm to isolate faulty reading as 

it generates accurate and straightforward 

predictions. In the following stage, known 

as Data visualization, we did statistical 

analyses on our Dataset, such as Power vs. 

Speed, Cluster Map, etc. 

3.1. Research Design  

We have analyzed the COVID19 Disease 

patient dataset with the appropriate data 

preprocessing. In the preprocessing phase, 

we examined the missing values and noisy 

data. Then, many ML models were trained 

and implemented. Predictions are made 

using Logical Regression, K-Nearest 

Neighbor, Decision Tree, Random Forest, 

Support Vector Machine, etc. Each stage is 

described in greater detail below. 

3.2. Data Set Collection 

We obtained the Dataset from Estimation of 

Sensor Fault Using Machine Learning; 

which is already done by university fellow. 

The dataset includes 02 features (Speed 

(pu), Power(pu)). Our Dataset contains 99 

samples in total. Figure 01 demonstrates the 

details of a dataset. 

 

 

 

Figure 1 Dataset Detail 

3.2.1 Data Description 

There have been numerous disagreements 

over the description of Faulty reading 

information in prior studies. As previously 

established, there are multiple different 

types of metadata employed in past studies. 

We have utilized the metadata description 

here. 

 

Figure 2 Describe Dataset Attributes 
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Figure 02 displays our Dataset's 

information in terms of the total number of 

records (99), determines the mean, standard 

deviation, minimum and maximum values, 

and 25 percent, 50 percent, and 75 percent 

of the Dataset.  

3.3 Null Value 

This stage requires identifying missing 

values for each attribute of a dataset. 

Below, Figure 4 shows that Power and 

Speed attributes have no null values in them 

 

. 

Figure 3 Null values in Dataset 

We have used the most popular Heat Map 

tool to identify the properties of the Dataset 

that contain null values. We plotted the bar 

graph for null values using the Seaborn 

library for this aim. Figure 3 depicts the 

result of the Heat Map. The chart 

demonstrates that a Power, and Speed have 

no null values in it.  

 

 

Figure 4 Heat Map Result for Null Values 

3.4 Data Profiling 

 

We have utilized the Pandas Profiling 

Library to describe our Dataset in further 

detail in terms of Overview, Variables, 

Missing Value, and Correlations. 

 

 

3.4.1 Overview 

According to the Dataset statistics, 0.0% of 

each attribute in our Dataset is without a 

value. There are 02 attributes in total. The 

ratio of duplicate rows to total rows is 

0.0%. Our Dataset has one datatype 

attributes; both attributes are type of 

numeric.  
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Figure 5 Overall Dataset Statistics 

3.4.2 Variables Analysis 

In this section, we examine each attribute 

of the Dataset in detail. 

3.4.2.1 Power Attribute 

Data Profiling indicates that the Power attribute 

has no infinite records. The ratio of distinct age is 

100%. The 0.0% of missing value in the age 

attribute. The maximum value is 0.7501441127 

and minimum value is 0.7472510932  

 

 

 

 

 

 

 

 

3.4.2.2 Speed 

The Data Profiling displays that the Speed 

property contains 99 distinct records. The 

ratio of distinct speed is 100%. The 0.0% 

of missing value in resting bps attribute. 

The maximum value is 1.605541 x 10-8 and 

minimum value is 4.000000143  

 

 

Figure 6 Power Variable Details 
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3.4.2.3 Interactions between Power &  

 

Speed  

The Data Profiling shows that there is some 

irregular interaction between power and 

speed as compare to all dataset. These 

irregular intersections are basically 

showing faulty reading and outlier in 

dataset. 

Figure 7 Speed Variable Details 

Figure 8 Interaction between Speed and Power Attributes 



KJMR VOL.1 NO. 12 (2024) DESIGN AND IMPLEMENTATION... 

   

58 
 

 

 

3.4.2.4 Phik (φk)  

We have utilized Phik (φk) to determine 

the association between Techno meter 

attributes. Phik (φk) is a valuable 

correlation coefficient calculator. In our 

Dataset, Speed and Power attribute are 

linearly dependent. Mean value of speed 

directly proportional to power show in 

figure 9.  

 

 

 

 

3.4.2.5 Relation in Attributes Value 

The figure 10 shows that there is depended 

relation between power and speed. This 

relationship is showing increase in one 

value also increase in other as well as 

decrease in one value also decrease in other 

value. 

 

Figure 1 Relation in Attributes Value 

Figure 9 Speed is directly proportional to Power 
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3.4.2.6 Outlier 

The figure 11 is showing that mostly values of 

speed and power are between 0.7475 to 0.7500. 

but still there are nine values which are showing 

opposite behavior in it   

 

Figure 2: Irregular Behavior in Reading  

 

3. Implementation and Result 

This section briefly describes the system's 

methodology and result. An essential component 

of this chapter is the technique for isolate techno 

meter outlier.  

 

Figure 12 Nine Outlier in Techno meter Dataset 
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For isolation, we have used Kalman Filter to 

predict future values for removing bias result in 

techno meter sensor.  

4.1 Kalman Filter Algorithm 

The Kalman filter is an algorithm that, given the 

measurements that have been gathered over a 

period of time, can produce estimates of some 

unknown variables. The usefulness of Kalman 

filters has been demonstrated in a number of 

different applications. The shape that Kalman 

filters take is rather straightforward, and they 

make light use of computational resources. 

However, individuals who are not well-versed in 

estimate theory may still find it challenging to 

comprehend and utilize the Kalman filters due to 

the complexity of the subject matter. 

4.2. Kalman Filter Proposed Equation 

The use of Kalman filters is an advanced 

approach that provides an effective method for 

determining the present state of a statistical 

process in a way that reduces the amount of mean 

squared error that would otherwise occur. They 

are an example of a filter, which is a statistical 

technique for reducing the noise in a sequence of 

pointwise (or continuous; but pointwise in 

Kalman filters and in all practical applications) 

observations in order to generate a value that is 

relatively close to the actual value for some 

underlying statistical system.  

  The use of Kalman filters is ubiquitous despite 

the fact that they are among the more 

sophisticated filtering algorithms that are 

currently in use. They were essential in the 

computers that were used for the Apollo moon 

landing, and since then, they have found 

continuous use in a variety of applications, such 

as cleaning signals on instruments used by self-

driving cars and other similar technologies.  

In the language of mathematics, Kalman filters 

are based on the assumption of a discrete 

stochastic process of the form:  

 
Which is being measured by a Zk such that: 

 

Wk and Vk are assumed to be the process noise 

and the measurement noise respectively, and are 

assumed to be normally distributed which mean 

zero and variance QQ and RR, respectively: 

 
An a priori estimate, denoted by the notation x, 

and a posteriori estimate, denoted by the notation 

Xk are distinguished through the use of Kalman 

filters. The best guess that the filter has for a 

value before it is observed is referred to as the a 

priori estimate. On the other hand, a posteriori 

estimate refers to the filter's best guess after 

taking into account the information provided by 

Zk.  

There are error terms and covariance terms 

associated with these values:  

 

When all of these dynamics are taken into 

account, the equation that the Kalman filter use 

to actually simulate the true value is as follows: 

x^kx : 

 

The    the difference between the 

value that was observed, Zk, and the value that 

the Kalman filter predicted in the absence of the 

observation is referred to as the residual. term is 

the residual. The n x m matrix that is referred to 

as the gain is denoted by the word KK. K is 

selected in such a way that it reduces a posteriori 

error covariance, also known as Pk. It is possible 

to arrive at an analytical solution for the value of 

K by first executing a few equation substitutions, 

then assigning K=0, and last solving for its trace 

equaling 0. (e.g. finding a minimal point).  There 

is a closed-form solution to this problem: 
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This solution has the following revealing 

properties: 

 

 
In other words, as the measurement error 

covariance gets closer and closer to 0, the 

residual is given a smaller and smaller weight, 

while the measurement value Zk is given a larger 

and larger weight. In the opposite direction, the 

predictor Hxk has a higher level of credibility, 

whereas Zk has a lower level of credibility. This 

equation's main purpose, then, is to strike a 

balance between the amount of faith it places in 

the value that has been seen (or measured) and 

the amount of faith it places in the value that has 

been modelled. Because of this, Kalman filters 

have shown to be extremely helpful in many 

different contexts. They are able to modify the 

relative worth of prediction against observation 

in an online manner since their design 

incorporates a limited kind of model accuracy 

feedback, which gives them the opportunity to do 

so. 

  Because Kalman filters are recursive, it is not 

necessary to recompute all of the previous 

information in order to generate an update. This 

is one of the reasons why they are favourable 

from a computational point of view. This 

provides an advantage over many other filters, 

most of which require a significant amount of 

computing work. In this way, they bring to mind 

recurrent neural networks, despite the fact that 

Kalman filters are obviously orders of magnitude 

simpler computationally.  

The parameters RR and QQ are critical to the 

operation of the model and must be set before it 

can be executed. RR may usually be determined 

by watching the phenomenon in an offline 

manner for some time before the Kalman filter 

was implemented. This should be done before the 

Kalman filter was implemented. Since it is not 

possible to directly see QQ, it is a 

hyperparameter that needs to be controlled 

instead. It's interesting to note that the research 

advises use a different Kalman filter in order to 

tweak QQ in an online manner. In the context of 

neural learning, this is essentially the same as 

pretraining. 

 After applying above mention equations, we 

have above three reading (Speed) in it. Noisy 

measurement (outlier). Posteri estimate values 

(isolate reading) and truth values (actual 

values). 
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Figure 13 Estimate vs iteration Step (Speed 

Attribute) 

 

Figure 14 After Isolate Speed Reading (Kalman 

Filter Algorithm) 

 

After applying above mention equations, we 

have above three reading (Speed) in it. Noisy 

measurement (outlier). Posteri estimate values 

(isolate reading) and truth values (actual values). 

The figure 15 is showing there is no noisy 

measurement (Outlier) in power attribute 

 

Figure 15 Estimate vs iteration Speed 

All the data points in the test data were evaluated 

and for each power whose speed variated from 

the predicted results; it was added to faulty data 

frame. After that we have used Kalman Filter to 

isolate these nine values. The table 1 is showing 

the isolated values of nine faulty reading after 

Kalman Filter. 

 

Sr. Power(pu) Speed(pu) 

1 0.750144 1.00000082625648 

2 0.750029 1.0000082826256 

3 0.749874 1.00000092625648 

4 0.749819 1.00000072625648 

5 0.749738 1.00000032625648 

Table:1 Reading After Isolate 

Outlier 
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6 0.749576 1.00000088225648 

7 0.749228 1.00000088225648 

8 0.749080 1.00000099925648 

9 0.748893 1.00000074525648 

  

5. Conclusion and Future Direction  

As the study name suggest we! want to estimate 

the fault that is occur in the sensor. So, first we! 

have to get real time data from any application of 

a sensor. So, as we! are the students of Electrical 

power engineering we! choose power system and 

tachometer as a sensor. we! built its Python 

Simulink model and then isolate faulty data of 

speed and power. The dataset chooses for this 

project consists of Power (input feature) and 

Speed (output feature). As the different values of 

speed in the dataset changes in micros that 

created a little drop in accuracy, so that’s why 

when linear model predicts the output. So, for 

linear prediction we! choose Kalman Filter 

Algorithm to isolate faulty values of speed by 

giving the model power feature. So, by that we! 

get the isolated faulty speed and at last isolated 

faulty speed was plotted using NumPy, marplot. 

To deal with unseen examples, a Kalman filter 

algorithm must be cognizant of this necessity and 

thus, when it learns it must make conscious and 

diligent efforts to generalize from examples it has 

seen. Good generalization from data is a prime 

activity a learner program must perform. By 

using Kalman filter we! are able to detect the 

Faulty values of the speed. In previous works 

many methods has been introduced the 

difference in the project. Anomaly detection is 

the process of identifying unexpected items or 

events in data sets, which differ from the norm. 

And anomaly detection is often applied on 

unlabeled data which is known as unsupervised 

anomaly detection. Anomaly detection has two 

basic assumptions:  The future of the project has 

a very good scope now the end of the project is 

to isolate the fault so if someone wants to do any 

further work. Students that can work further on 

this project in more advanced level. we! mainly 

focus on the isolate the fault techno meter sensor. 

Now if someone to take this project to more 

advanced level he can work on How to erase that 

fault reading for any sensor.  
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