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Abstract 

The health department can be update using the latest technique that will increase the 

life expectation of the population. Cancer and HCV liver fibrosis are the most 

dangerous disease in the world due to these diseases death rate is increasing in the 

world. There are many tools and methodologies exist that predict the spread of HCV 

liver fibrosis and many performance algorithms applied on the given dataset but 

what’s the big research gap is still no one used the attributes to find the main reason 

of HCV liver fibrosis. To overcome this research gap there is a need of best 

prediction of model by using different HCV liver fibrosis features to predict and 

overcome HCV liver fibrosis. We will analyze the dataset and will give the best HCV 

liver fibrosis disease prediction model. So, there is need to develop system which can 

handle all issues as well as produce quality result as compare to previous systems. 
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Introduction 

The liver is in the upper right of the stomach, below 

the diaphragm. This part of the body is also called an 

exocrine gland. It is in charge of several essential life 

processes, such as the production of bile, which is 

used in digestion; the cleansing of the blood; the 

management of blood toxicity; the elimination of 

bilirubin; the maintenance of an active metabolism; 

and the conversion of potentially harmful ammonia 

into urea. With that much body fat, fat builds up in 

the liver, making liver disease more likely. Fat 

accumulation in the liver can lead to a condition 

known as fatty liver disease, a situation quite 

prevalent in many regions of the world. For example, 

each year in India, there are reports of over 10 million 

instances of the disease. Because there are no adverse 

symptoms, testing is required before a diagnosis can 

be made. End-stage liver cirrhosis and hepatic 

fibrosis are becoming more common in every part of 

the world. Scarring from fibrosis can lead to cirrhosis, 

a condition that lasts for a long time. Scar tissue has 

formed bands, which have taken the place of the 

liver's natural structure. Many things can cause 

cirrhosis, but the most common ones are hepatitis B 

and C and drinking too much alcohol. A chronic HCV 

infection usually won't show any symptoms for a few 

years or even much longer. Some people with long-

term illnesses don't have much liver damage, while 

others quickly develop liver cirrhosis and are at risk 

for hepatocellular carcinoma [1]. The development of 

chronic liver disease (CLD), which has a high 

prevalence rate worldwide, is significantly aided by 

the presence of chronic hepatitis B (CHB). CLD is an 

abbreviation that stands for chronic liver disease. The 

stage of liver fibrosis is the most precise indicator of 

the severity of the disease, and it accurately predicts 

the requirement of carrying out a variety of 

treatments. This is because there are many various 

approaches that can be used to treat liver fibrosis. At 

the moment, the most accurate method for diagnosing 

liver fibrosis is to do a liver biopsy. However, it has a 

number of drawbacks, including the fact that it is 

invasive, that it can cause complications, that it can 

make sampling errors (samples only represent about 

1/50,000 of the whole liver), that it cannot be repeated 

in a short amount of time, that it has a complicated 

operating procedure, that it is susceptible to the 

observer's bias, and that it can be expensive. Research 

and development are being done on a number of 

potential alternatives right now. [2]. Because of these 

limits, the liver biopsy may lead to an incorrect 

diagnosis, and it is also possible that the patient will 

refuse to go through with the surgery. Because of this, 

there is a significant need for risk-free and non-

invasive diagnostic procedures, especially for 

figuring out how lousy liver fibrosis is. The main 

reason for this demand is the need to find out how 

awful liver fibrosis is. Non-invasive diagnostic 

approaches generally incorporate serological 

diagnostics and imaging diagnosis. Serological 

models that use simple formulas and markers to 

measure liver fibrosis are becoming increasingly 

popular. [3].  Clinical decision support systems, or 

CDSSs, are being made to help doctors in a way that 

doesn't get in the form of treatment. Through the 

utilization of a wide range of ML algorithms and the 

facilitation of the correlation of a variety of patient 

test results, the Clinical Decision Support System 

(CDSS) assists medical professionals in selecting the 

most appropriate course of therapy at each stage of 

the process. As a consequence of this, it guarantees 

that the diagnosis will be prompt and cost-effective. 

The Hepatitis C virus (HCV), which is widely 

acknowledged to be a significant threat to human 

health, is a source of concern for around 200 million 

people across the globe. One of the most devasting 

effects of HCV infection is the development of life-

threatening disorders such as fibrosis, cirrhosis, liver 

cancer, and hepatocellular carcinoma. These 

conditions can lead to death. This is due to the fact 

that the majority of infected individuals are unable to 

mount an effective defense against the virus and 

recover from its effects once it has taken hold in their 

body. The incidence of this disease in Egypt is a 

significant reason for concern because hepatitis C 

virus (HCV) is the leading cause of cirrhosis in that 

country. In addition, Egypt is accountable for 

approximately 13–15 percent of the total number of 

patients worldwide who are afflicted with the 

hepatitis C virus [4].   
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   Around 200 million people on the globe are worried 

about (HCV), which is widely considered a 

substantial hazard to human health. This is a problem 

since HCV is a threat to human health. One of the 

most devasting effects of HCV infection is the 

development of life-threatening diseases such as 

fibrosis, cirrhosis, liver cancer, and hepatocellular 

carcinoma. These disorders can lead to death. This is 

because most infected individuals cannot mount an 

effective defense against the virus and recover from 

its effects once it has established a foothold in their 

bodies. Because the hepatitis C virus (HCV) is the 

most common cause of cirrhosis in Egypt, the 

prevalence of this disease in that country is a 

significant cause for concern. Cirrhosis is a condition 

in which the liver becomes scarred and inflamed. In 

addition, Egypt is responsible for roughly 13–15 

percent of the total number of people worldwide 

infected with the hepatitis C virus. This percentage is 

based on the total number of patients worldwide who 

have the virus. Cirrhosis of the liver, chronic 

hepatitis, and hepatocellular carcinoma can all be 

traced back to the infectious condition that caused 

them. Chronic HCV, which has been found to have 

the highest prevalence rate in Egypt, has induced a 

significant amount of liver damage in the country. 

Egypt has suffered significantly from this condition. 

Depending on the circumstance, the percentage can 

range from 13 to 15 percent of the total. The hepatitis 

C virus is responsible for the inflammation in the 

liver, which can eventually lead to liver fibrosis 

(development of scar tissue in the liver).  According 

to the Meta-analysis of Histological Data in Viral 

Hepatitis (METAVIR) system, the stages of liver 

fibrosis (F0-F4) can be broken down as follows: no 

fibrosis (F0), portal fibrosis (F1), few septa (F2), 

many septa (F3), and cirrhosis (F4), accordingly. The 

procedure that is still considered to be the gold 

standard for making the diagnosis of hepatic fibrosis 

is a biopsy of the liver. Liver biopsies are the method 

that is both the most common and the most reliable 

when it comes to diagnosing hepatic fibrosis. On the 

other hand, it is significantly more intrusive, time-

consuming, and delicate, and the collection of 

residuals and historical assessment cause the patients 

to experience discomfort. In addition, there is a higher 

possibility of making a mistake. There has been a 

significant increase in the number of non-invasive 

diagnostic approaches made available in recent years 

to identify fibrosis and cirrhosis in HCV patients. In 

addition, the utilization of these procedures does not 

involve any hazards, is not complicated, can generate 

reliable results, and can be repeated. During the 

preliminary stages of this investigation, most of the 

focus was placed on the model founded on DT. The 

systematic research that used various classifiers was 

not included, and the study outcomes were not 

investigated, using several distinct assessment 

metrics. This body of work explores the effects of 

liver fibrosis by using a wide variety of feature 

selection and classification techniques to accomplish 

this goal. Because of this, the experiment results can 

be analyzed in greater detail, allowing us to determine 

which machine learning model is the most effective 

in recognizing HCV. [5].   

1. Related work 

The liver is responsible for digestion and for 

moving things along. It also acts as a promoter 

of enzymes and stores vitamins, glycogen, and 

minerals. Due to the nature of its work, it may be 

exposed to harmful pollutants. Diagnosis of liver 

disease might be subjective. Because there are so 

few signs, liver problems are frequently 

overlooked. The presence of hyperbilirubinemia 

almost always indicates liver disease, although 

not always. The amounts of enzymes can be 

learned from liver disease. The artificial 

intelligence anticipates liver problems. For the 

purpose of detecting and classifying liver illness, 

the suggested ensemble soft voting classifier 

makes use of decision trees, SVMs, and Naive 

Bayes classifiers. The variables gender, age, 

alanine, total bilirubin, aminotransferase, 

aspartate aminotransferase, direct bilirubin, 

albumin, alkaline phosphatase, and result are all 

included in the unbalanced dataset. Total 

bilirubin, aminotransferase, and aspartate 

aminotransferase are a few examples of 

additional variables. It is vital to take into 
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consideration both the accuracy of the 

algorithm's predictions as well as the error 

computations in order to reach the finest results 

that are possibly attainable.The goal of this study 

[1] is to look at the above classification 

algorithms on an unbalanced dataset and use 

parameters to judge how well they work. The 

suggested ensemble soft voting classifier uses 

three machine-learning techniques to diagnose 

and forecast liver disease. These methods are 

called Decision Tree, Support Vector Machine, 

and Naive Bayes classifiers. This puts 

everything into one of two categories. The 

proposed model's capacity for classification was 

significantly enhanced when it was trained on a 

collection of liver disorders that were not in any 

particular order. According to the study's 

findings, it would appear that the proposed 

model led to an improvement in the 

classification accuracy score. This conclusion 

was reached after taking into account the 

outcomes of the study. The implementation of 

the soft voting strategy resulted in a significant 

improvement in the efficiency of the 

classification procedure that was utilized in this 

investigation. Using this method, you may 

determine which algorithm works best with this 

specific dataset, the properties of which have 

already been determined in advance. The relative 

mean square error (RMSE), the mean square 

error (MSE), and accuracy are the three metrics 

that can be compared to one another. When it 

comes to accuracy, the predictions that the 

classification system for soft voting has 

produced have been the ones that have been the 

most spot on. The course of liver illness, which 

can be challenging to diagnose in its earlier 

stages, can be predicted with a high degree of 

accuracy with this model, which medical 

professionals use. The results of this study make 

it significantly more accessible for people who 

work in the medical field to make predictions. 

The possibility exists that in the not-too-distant 

future, this model will be used for far more 

extensive datasets that include an even more 

significant number of features, which will cause 

it to operate more efficiently [1].  

       In today's sedentary environment, a range of 

syndromes and undiagnosed diseases have 

emerged, leading to a surge in lifestyle disorders. 

These syndromes and conditions have increased 

the rate of lifestyle disorders. Physical 

examinations or medical diagnostics can detect 

illness in its early stages. This will prevent the 

infection early and require minimum medicine. 

Standard treatment includes a physical checkup 

and lab tests. Early liver disease diagnosis is 

difficult since symptoms appear late in the 

progression. This makes early liver disease 

detection challenging. Machine learning models 

would help detect the disease early and identify 

factors contributing to liver degeneration. Within 

the scope of this study, In [14] The researchers 

have come up with a method for simplifying 

features that revolves around the removal of 

recursive features. In addition, we make use of 

the Machine Learning Boosting Algorithms in 

order to improve the accuracy of our forecasts. 

After applying several different basic machine 

learning models to the dataset, the findings 

indicated that logistic regression and multi-layer 

perceptron had higher prediction accuracies with 

fewer characteristics. This was the case despite 

the fact that these two models had less 

characteristics. Following the application of the 

models to the dataset, this was found to be the 

case. The application of boosting algorithms such 

as Cat Boost, LGBM Classifier, XG Boost, and 

Gradient Boost helped to increase the accuracy 

of the dataset. In order to examine the data, 

several strategies were utilized. The research was 

conducted on the effect of feature reduction in 

relation to gradient-boosting machine learning 

algorithms to understand the potential 
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repercussions of this effect. Symptoms are 

seldom present in the early stages of most 

diseases that affect the liver. If the condition is 

recognized when it is still in the early phases of 

its growth, taking preventative measures and 

stopping its further spread will be much less 

complicated.  The implementation of methods 

from machine learning makes early detection of 

the problem easier, and it also makes it possible 

to identify the key components that contribute to 

its development. In comparison to the results 

obtained by the other significant machine 

learning models, the Logistic Regression model 

and the Multi-Layer Perceptron model fared 

exceptionally well. The Recursive Feature 

Elimination technique was utilized to great effect 

in order to improve the prediction accuracy of the 

Gradient Boosting algorithms and bring them up 

to the level of precision required to reach an 

accuracy of 94%. It is not out of the realm of 

possibility that the creation of cutting-edge 

boosting algorithms for machine learning could 

result in an increase in the precision of 

forecasts.[14].  

   Several tests are required to evaluate the 

severity of liver fibrosis brought on by chronic 

HBV infection.  [3], created a technique that 

makes use of the assistance of computers. RFC, 

with its nine indications, has the potential to 

improve accuracy in detecting the severity of 

liver fibrosis compared to the 19 existing models 

and the other three machine learning algorithms. 

This is because RFC has more information to 

work with than the other models. This is 

especially relevant to stages S2 and S3, in that 

order. This holds especially true for phases S2 

and S3 of the process. This is particularly 

important for the procedure's phases S2 and S3. 

This holds especially true for the process's phases 

S2 and S3, respectively. It has been established 

that the quality of the training samples has a very 

significant role in developing a classifier. It is 

important to conduct additional research based 

on large data sets that include information on 

serum producers and images in the physical layer 

to improve diagnosis accuracy and make its 

clinical application more straightforward. [3], 

research is also required to make it possible to 

increase its clinical use. In this investigation, we 

established models for determining the degree to 

which liver fibrosis was present by employing 

various machine learning strategies. These 

tactics consisted of DTC, RFC, LRC, and SVC. 

These 920 instances were all affected by a 

persistent HBV infection throughout their 

bodies. To compile the data, the Department of 

Infectious Diseases at Second Xiangya Hospital 

contacted each of them in a backwards fashion 

between April 2007 and December 2018 so that 

they could look at their medical histories. The 

entire data set consists of one hundred and fifty 

percent of the samples used for training and 

testing combined. It took the application of four 

distinct machine learning classifiers to sift 

through random combinations of 24 indicators, 

which included 67 108 760 group indicators, in 

order to identify the indicator combinations that 

yielded the most favorable outcomes. This was 

done to choose the indicator combinations that 

had the best results. This was done to determine 

which combinations of indicators gave the best 

outcomes and pick those combinations.  

     The concept of machine learning underpins 

this model [5] were able to collect the cases of 

liver fibrosis illness that Egyptian patients 

encountered by utilizing the machine learning 

repository located at UCI. The method of 

synthetic minority oversampling, which involves 

increasing the number of synthetic examples of 

patients, has been applied so that the instances of 

various categories can be brought into 

equilibrium. After that, we determined the 

significant aspects of the hepatitis C virus in this 

dataset using a range of techniques for feature 
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selection. These techniques included both 

manual and automated approaches. Patients have 

been placed into one of the following three 

categories using a variety of distinct classifiers: 

balanced primary, chosen feature, or primary 

HCV cases. KNN displays the highest accuracy 

(94.40 percent) after completing this analysis 

compared to other classifiers. The infectious 

disease caused by the hepatitis C virus has been 

analyzed, and decisions regarding the condition 

have been made with the assistance of this result. 

Various methods such as data balance, feature 

selection, and classification were applied during 

this inquiry of the HCV patient dataset. 

According to our research findings, the KNN 

algorithm yields the most accurate types when 

applied to HCV patients in varying stages. In 

addition, RF and SVM show likely results and 

indicate that they function more effectively when 

used for this analysis. During [5] investigation of 

HCV patient records, I encountered a few 

problems that need to be addressed. The raw 

dataset utilized for the experimental ECV does 

not include any additional instances or attributes 

that may be used for analysis. Additionally, this 

should be performed by employing more feature 

selection, transformation, and classification 

algorithms than was previously done. In the 

future, researchers will attempt to mitigate the 

effects of these limits by collecting additional 

cases and implementing Internet of Things (IoT)-

based modules that are able to automatically 

detect HCV. This will be done in an effort to 

alleviate the effects of these constraints[5].  

  The goal of this work [19] is to select the most 

effective instrument for diagnosing and detecting 

hepatitis, as well as for calculating the life 

expectancy of hepatitis patients once treatment 

has been completed. Specifically, the goal is to 

determine which device has the best chance of 

succeeding in this endeavor. In addition, this 

research aims to estimate how long people with 

hepatitis can anticipate living. In order to 

accomplish the goal of this body of work, 

research into the similarities and differences 

between the several approaches to machine 

learning and neural networks was carried out. 

This inquiry was carried out to fulfil the objective 

of this body of work. The total mean square error 

as well as the proportion of questions that were 

answered correctly are taken into consideration 

by the performance metric. It was formerly 

believed that the classification and prediction 

approaches for diagnosing hepatitis disease were 

the machine learning algorithms such as support 

vector machines (SVM), kernel neural networks 

(KNN), and support vector regressions (SVR) 

(ANN). After it was established that there was a 

possibility for an improvement in the accuracy of 

disease diagnostic prediction, some early study 

on the algorithms was carried out. The 

programming environment known as MATLAB 

was applied throughout the process of putting 

machine learning into practice and verifying its 

accuracy. The work done during the Designing 

Phase will be put into action during the 

Implementation Phase, and the primary focus of 

this phase will be on putting that work into action 

so that we can see results that can be measured. 

Because the majority of the coding that was done 

for the Business Logic Lay comes into play 

during this stage, it is the stage that is considered 

to be the most fundamental component of the 

overall project. It is the developer's responsibility 

to finish this task at each step of the project. 

Additionally, it is the developer's responsibility 

to fine-tune the bug and module dependencies. 

However, it is only here that we will fix all of the 

runtime issues. The identification of hepatitis as 

the cause of this body of work was its primary 

objective. In order to accomplish this goal, many 

machine learning techniques and neural network 

approaches were utilized throughout the entirety 

of the project. In order to determine which 
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method of diagnosis is the most effective for 

hepatitis disease, a comparison of the accuracy 

achieved for a particular data set using a variety 

of ML and ANN algorithms was carried out. This 

comparison was carried out in order to determine 

which method is the most accurate. This was 

done in order to identify which method of 

diagnostic assessment is the most efficient. This 

comparison was carried out so that we could 

identify which approach was the most successful 

in diagnosing the condition.[19], produced an 

accurate forecast of the disease by utilizing a 

Support Vector Machine (SVM), an Artificial 

Neural Network (ANN), and a K Nearest 

Neighbor (KNN) technique. Based on the 

findings of this research, it is possible to 

conclude that the ANN model is the most 

accurate of all the models that were examined 

and its performance and that this is the case. The 

ANN model boasts an impressively high level of 

prediction accuracy, coming in at 96 percent and 

a low mean square error. In subsequent research 

projects, the same strategy, which uses RNN, 

will be utilized to produce forecasts regarding the 

occurrence of various diseases.  

2. Methods and materials 

2.1. Dataset Collections 

We have collected the dataset from the UCI 

Dataset Repository; the name of the Dataset 2 is 

HCV Data (Comprehensive)1 1 . 14 hepatitis 

attributes make up the hepatitis illness dataset, 

which are as follows: X (Patient ID/No), 

Category, Age, Sex, ALB, ALP, ALT, AST, BIL, 

CHE, CHOL, CREA, GGT, and PROT. This 

dataset contains a total of 615 samples from 

people suffering from hepatitis Disease. The 

specifics of a dataset are displayed in Figure 01.   

 

Figure 1 Data Set Details 

3.1.2 Data Set Describe 

This type of Meta Data Description is a clean, 

well understanding set of records. Anyhow the 

                                                           
1 https://archive.ics.uci.edu/ml/datasets/HCV+data 

significance of some of the attributes is not much 

clear. Let’s see the meaning of; 
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• Age: How much person’s old now in 

terms of years 

• Sex: Differentiate between Male and 

Female in term of (1 = Male, 0 = Female) 

• Category: The category has five different 

values (Blood Donor is related to Value 

0, Suspect Blood Donor is related to 

Value 0s, Hepatitis is related to Value 1, 

Fibrosis is related to Value 2, and 

Cirrhosis value is 3) 

• ALB: The ALB is related to the albumin 

level in patients 

• ALP: The ALP (Alkaline phosphatase) 

is related to the amount of enzyme in the 

liver. 

• GGT: This test tells us the total amount of 

GGT (GAMMA-Glutamyl Transferase) 

• PORT: This is the attribute, which post-

transfusion hepatitis (Yes is 1, No is 0)  

Our research use Description – Meta Data 01 

with the complete details of this attribute to 

understand it. 

 

Figure 2 Data set overview 

Figure 02 is showing the details of our Dataset 

in terms of the total number of records (615) 

Dataset 2, Find out the mean, Standard deviation, 

Min value, Max value, 25%, 50%, and 75% 

Percentage of the Dataset.  

3.1.3 Data Set Visualization 

3.1.3.1 HCV Category 

In our dataset 2, there is four different category 

of class lab in it. In data set 2, 0 is related to 

number of patients, which can work as Blood 

Donor, 1 is relating to patient with Cirrhosi-

suspect, 2 is relating to Blood Donor Hepatitis, 

and 3 is belonging to patient with Fibrosis issues. 

The figure 3 is showing amount of people in all 

four categories. 
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Figure 3 Amount of people in all four categories 

3.1.3.2 Correlation Between Features 

The cluster Map pertaining to Target is displayed 

down below in Figure 4. The Cluster Heatmap 

makes it simple to distinguish the characteristics 

of the dataset that are most closely connected to 

the target characteristic. In order to plot the 

associated characteristics of the heatmap, we 

made use of the seaborn library. As shown in 

Figure 4, a positive association exists between 

the categories of Sex, CHE, CREA, and ALB and 

the Category attribute. 

 

Figure 4 Correlation Between Features 
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3.1.3.3 Features with Category 

Blood Donors, Cirrhosis, Suspected Blood 

Donors, Hepatitis, and Fibrosis are all shown in 

Figure 5, together with their Age, Sex, ALB, 

ALP, ALT, AST, BIL, CHE, CHOL, CREA, 

GGT, and PROT levels, to illustrate the 

relationship between these factors and the 

hepatitis patient disease. There is an outlier in 

our data set (CREA, GGT, and ALP), and it can 

be identified by the fact that the median value of 

these features is significantly higher than the 

median value of its other features. 

 

Figure 5 Features with Category 

3.2. Analysis of Case 0 (Blood Donor) 

Figure 6 depicts an analysis of the Blood Donor 

category taking into account all of its qualities. 

The majority of the records in our dataset 2 

pertain to patients who donate their blood. People 

whose ages fall between 30 and 50 years old have 

fewer hepatitis symptoms in their bodies, 

according to the age attribute. When compared to 

the female gender, the male gender is more 

commonly employed in the blood donation 

industry. The ALB, ALP, ALT, AST, and BIL 

value range from 31 - 56, 30- 168, 0.5 – 531, 0 – 

43.2, 0.0 – 16 respectively.        
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Figure 6 Analysis of Case 0 (Blood Donor) 

3.3. Analysis of Case 1 (Cirrhosi-suspect) 

The study of the Cirrhosi-suspect category may 

be seen in Figure 7, together with all of its 

properties. In our dataset, cirrhosis-suspect 

patients account for two-thirds of the records, 

making them the second most common category. 

People who are 50 years old or older are starting 

to show signs of cirrhosis in their bodies, 

according to the age characteristic. The 

masculine gender is significantly more likely to 

be suspected than the female gender. The values 

for ALB, ALP, ALT, and AST can range 

anywhere from 40.0 to 47.5, 20 to 49, 0.0 to 38, 

0.0 to 59.5, and 0.0 to 26 correspondingly.       
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Figure 7 Analysis of Case 1 (Cirrhosi-suspect) 

3.4. Analysis of Case 2 (Hepatitis Patient) 

The study of the Hepatitis Patient category, 

including all of its properties, can be shown in 

Figure 8. People who are 30 years old or older 

have a higher risk of having hepatitis patient 

symptoms in their bodies, as shown by the age 

attribute. The masculine gender is significantly 

more likely to be suspected than the female 

gender. The ALB, ALP, ALT, AST, and BIL 

value range from (38-41, 44- 48), 25-50, (0 – 20, 

44, 65), (75, 125,155, 176), (10, 19) respectively.        
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Figure 8 Analysis of Case 2 (Hepatitis Patient) 

3.5. Analysis of Case 3 (Fibrosis Patient) 

The study of the Fibrosis Patient category, 

including all of its properties, can be seen in 

Figure 9. People who are 40 years old or older 

have an increased risk of developing fibrosis in 

their bodies, as shown by the age attribute. The 

masculine gender is significantly more likely to 

be suspected than the female gender. The ALB, 

ALP, ALT, AST, and BIL value range from (25, 

30-35), 0-200, (2.3 – 12.11, 25, 20, 30), (0, 

100,150, 200), (0-50, 200) respectively.        
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Figure 9 Analysis of Case 3 (Fibrosis Patient) 

3.6 Visualization of Features 

It will be seen in figure 10 that our dataset-2 

contains two different kinds of outlier’s 

altogether. In comparison to outliers, outlier 

skreas has a lower value (mean discontinue linear 

pattern). Both outliers can be found in every 

category (blood donor, cirrhosis suspect, 

hepatitis patient, and fibrosis patient, 

respectively). Therefore, in the subsequent stage, 

we will need to drop these outliers in order to 

proceed with the subsequent operation.     
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Figure 10 Outlier in Dataset 2 

3.6.1 Data Set 1 

HCV-Egy-Data is the name of the dataset that we 

have obtained from the UCI Dataset Repository; the 

dataset is referred to as Dataset 1. The hepatitis 

illness dataset contains a total of 29 different hepatitis 

features (Age, Gender, BMI, Fever, 

Nausea/Vomiting, Headache, Diarrhea, Fatigue & 

widespread bone ache, Jaundice, Epigastric Pain, 

WBC, RBC, HGB, Plat, AST 1, ALT 1, ALT4, ALT 

12, ALT 24, ALT 36, ALT 48, ALT after 24 weeks, 

this dataset has a total of 1384 samples of hepatitis 

Disease patients. Figure 11 shows the details of a 

dataset.  
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Figure 11 Data Set Details 

3.6.2 Data Set Describe 

This particular kind of Meta Data Description 

refers to a tidy and easily digestible collection of 

records. In any case, the importance of a few of 

the characteristics is not quite obvious. Let's look 

at what this phrase means; 

• Age: How much person’s old now in 

terms of years 

• Sex: Differentiate between Male and 

Female in term of (1 = Male, 0 = Female) 

• Category: The category has five different 

values (Blood Donor is related to Value 

0, Suspect Blood Donor is related to 

Value 0s, Hepatitis is related to Value 1, 

Fibrosis is related to Value 2, and 

Cirrhosis value is 3) 

• ALB: The ALB is related to the albumin 

level in patients 

• ALP: The ALP (Alkaline phosphatase) 

is related to the amount of enzyme in the 

liver. 

Our research use Description – Meta Data 01 

with the complete details of this attribute to 

understand it. 
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Figure 112 Data set overview 

Figure 12 presents the information regarding our 

dataset in terms of the total number of records 

(1384) Dataset 1, Determine the mean, the 

standard deviation, the minimum value, the 

maximum value, and the percentages that 

represent 25%, 50%, and 75% of the dataset. 

3.6.3 Data Set Visualization 

3.6.3.1 HCV Category 

In our dataset 1, there is four different category 

of class lab in it. In data set 1, 1 is related to 

number of patients, which can work as Blood 

Donor, 2 is relating to patient with Cirrhosi-

suspect, 3 is relating to Blood Donor Hepatitis, 

and 4 is belonging to patient with Fibrosis issues. 

The figure 13 is showing amount of people in all 

four categories. 
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Figure 113 Amount of people in all four categories 

3.6.3.2 Correlation Between Features 

The cluster Map relating to Target is displayed 

down below in Figure 14. The Cluster Heatmap 

makes it simple to distinguish the characteristics 

of the dataset that are most closely connected to 

the target characteristic. In order to plot the 

associated characteristics of the heatmap, we 

made use of the seaborn library. According to 

Figure 14, there is a positive link between the 

attributes of Sex, RNA 4, ALT 12, and RAN 

Base and the Category property. 
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Figure 114 Correlation Between Features 

3.6.3.3 Features with Category 

Figure 15 is showing a number of Blood Donors, 

Cirrhosis, suspected Blood Donors, Hepatitis, and 

Fibrosis in relation to Age, Gender, BMI, Fever, 

Nausea/Vomiting, Headache, Diarrhea, Fatigue & 

generalized bone ache, Jaundice, Epigastric Pain, 

WBC, RBC, HGB, Plat, AST 1, ALT 1, ALT4, ALT 

12, ALT 24, ALT 36 There is at least one outlier in 

our dataset, which consists of RBC, HGB, and PLAT. 

This is due to the fact that the median of these features 

is significantly higher than the median of its other 

features.  
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Figure 15 Features with Category 

3.7. Analysis of Case 1 (Blood Donor) 
Figure 16 is showing the analysis of Blood Donor 

category with all features. In our dataset 1, most of 

records are relating to patient, which works as blood 

donor. Age attribute is showing people that in range 

of 30 to 60 are less hepatitis symptom in their body. 

Male gender is mostly work as blood donor as 

compare to female gender. The BMI, Fever, 

Nausea/Vomiting, Headache, Diarrhea and Fatigue & 

Generalized bone ache value range from 22.5 – 25.0, 

Max 160, 152 – 161, 160 – 165, 150 – 170 

respectively.        
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Figure 116 Analysis of Case 1 (Blood Donor) 

3.8. Analysis of Case 2 (Cirrhosi-

suspect) 
Figure 17 is showing the analysis of Cirrhosi-

suspect category with all features. In our dataset 1, 

other most of records are relating to patient, which 

works as Cirrhosi-suspect. Age attribute is showing 

people that 60 plus are Cirrhosi-suspect symptom in 

their body. Male gender is mostly common suspected 

as compare to female gender. The BMI, Fever, 

Nausea/Vomiting, Headache, Diarrhea and Fatigue & 

Generalized bone ache value range from 10 - 33, 153- 

161, 150 – 160, 220 – 300, 140 – 180 respectively.       
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Figure 117 Analysis of Case 2 (Cirrhosi-suspect) 

3.9. Analysis of Case 3 (Hepatitis 

Patient) 
Figure 18 is showing the analysis of Hepatitis 

Patient category with all features. Age attribute 

is showing people that 20 plus group of people 

are Hepatitis Patient symptom in their body. 

Male gender is mostly common suspected as 

compare to female gender. The BMI, Fever, 

Nausea/Vomiting, Headache, Diarrhea and 

Fatigue & Generalized bone ache value range 

from (16-35, 150- 169, 150-170, 220 - 250, 155-

160, 157-160 respectively.        
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Figure 18 Analysis of Case 3 (Hepatitis Patient) 

3.10. Analysis of Case 4 (Fibrosis 

Patient) 
Figure 19 is showing the analysis of Fibrosis 

Patient category with all features. Age attribute 

is showing people that 21 plus group of people 

are Fibrosis Patient symptom in their body. 

Male gender is mostly common suspected as 

compare to female gender. The BMI, Fever, 

Nausea/Vomiting, Headache, Diarrhea and 

Fatigue & Generalized bone ache value range 

from 17-35, 152- 159, 153-160, 210-230, 152-

160, and 162-154 respectively. 
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Figure 119 Analysis of Case 3 (Fibrosis Patient) 

3.11. Visualization of Features 
In figure 20, it will be observing that our dataset-

1 has two type of outlier in it. Outlier skores, and 

outliers (mean discontinue linear pattern). All 

category (Blood Donor, Cirrhosi-suspect, 

Hepatitis Patient, Fibrosis Patient) has both 

outliers in it. So in upcoming step, we will need 

to Drop these outliers for further upcoming 

procedure.    
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Figure 20 Outlier in Dataset 1 

Previous studies stated that large amount of HCV 

liver fibrosis data collected from different 

sources and on different websites and different 

techniques applied on it. This thesis proposes a 

new machine learning approach for HCV liver 

fibrosis diagnosis using multiple real data which 

is taken from online sources. The dataset 

contains 1000 plus instances. This method is 

developed using machine learning techniques to 

use different algorithms such as Extreme 

Machine Learning (EML), using Naïve Bayes, 

Random Forest, Decision Tree, SVM algorithm 

etc. for that purpose python language is used. 

Machine learning algorithms applied on the 

given dataset for the detection of HCV liver 

fibrosis.
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Figure 21 Proposed methodology which is further explained one by one 

➢ Collection of data  

We will use Multiple HCV datasets which we 

download from UCI machine learning 

repository.  Dataset 1 Contain 1000 plus records 

and 34 attributes and Dataset 2 contains 615 

records and 14 attributes. These datasets will be 

used for our system and on these datasets we will 

apply different classification algorithms. 

• Data pre-processing 

In this step, we take the HCV liver fibrosis 

datasets from the internet in these datasets some 

irrelevant data are present and some missing 

values are present. We remove all these irrelevant 

data and use useful information for future work. 

ata will be standardized and normalized to 

achieve better results. 

• Data Balancing 

These datasets have a little imbalance, and they 

do not have a sufficient number of examples, 

which means that we should anticipate to see a 

low level of accuracy. The Synthetic Minority 

Oversampling Techniques, often known as 

SMOTE, is a method for oversampling data that 

is used to construct similar instances by making 

use of raw records. In order to normalize 

(dataset-2, dataset-1), remove any outliers, and 

divide the data set into a test group and a train 

group with a ratio of 80:20. 
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  Figure 22 Normalize Dataset -2 (Standardization)             Figure 23 Normalize Dataset -1 (Standardization)   

3: Feature Selection and Feature subsets 

A machine learning model can be helped to 

discover acceptable features with the assistance 

of feature selection. This enables the model to 

reduce the likelihood of overfitting, save time 

and money, and deliver more accurate results. 

Chi-Square Attribute Evaluation (CSAE), Gain 

Ratio Attribute Evaluation (GRAE), Info Gain 

Attribute Evaluation (IGAE), and Relief (RFAE) 

are some of the filter-based feature selection 

approaches that will be implemented in order to 

rank and identify characteristics from both HCV 

datasets. 

3. Results and implementation 
In this section, classification will be implemented into 

HCV datasets using the programming language 

python. Additionally, several different classifiers, 

including Random Forest (RF), K-nearest neighbour 

(KNN), Decision Tree (DT), Naive Bayes (NB), 

Logistic Regression (LR), Xg boost classifier (XGB), 

and Support Vector Machine (SVM), will be used to 

conduct an analysis of HCV datasets.  

Logistical Regression 

• Dataset-1: We used the Scikit library for 

logistic regression, and with the assistance of 

the Logistic Regression header file, we were 

able to achieve an accuracy score using 

logistic regression that is as follows: average 

accuracies 0.2601801801801802, standard 

deviation accuracies 0.04031923314334112, 

and test accuracy 0.259927797833935. 

• Dataset-2: For Logistic Regression, we have 

used the Scikit library and with the help of the 

Logistic Regression header file, we have 

achieved an accuracy score using Logistic 

Regression is average accuracies 95.97%, 

standard deviation accuracies 0.02403, and 

test accuracy 92.37%. 

K-nearest neighbors (KNN) 

• Dataset-1: For K-Nearest Neighbors, 

we have used the Scikit library and 

with the help of the Gaussian NB 

header file, we have achieved an 

accuracy score using KNN is score 

0.367660343, best training accuracy 

0.28182637, and test accuracy 

0.205776173. 

• Dataset-2: For K-Nearest Neighbors, 

we have used the Scikit library and 

with the help of the Gaussian NB 

header file, we have achieved an 

accuracy score using KNN is score 

91.52%, best training accuracy 

95.54%, and test accuracy 94.06%. 
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Figure 24 KNN 4-Classification (K=35, Weights = Uniform) –Dataset -1 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 25 KNN 4-Classification (K=35, Weights = Uniform) –Dataset -2 

Support Vector Machine (SVM) 

• Dataset-1: For Support Vector Machine, 

we have used the Scikit library and with 

the help of the SVM header file, we have 

achieved an accuracy score using Support 

Vector Machine is average accuracies 

0.27006644653 standard deviation 

accuracies 0.018097802, and test 

accuracy 0.2563176895. 

• Dataset-2: For Support Vector Machine, 

we have used the Scikit library and with 

the help of the SVM header file, we have 

achieved an accuracy score using Support 

Vector Machine is average accuracies 

94.47%, standard deviation accuracies 

0.010448, and test accuracy 93.22%. 

Naïve Bayes (NB) 

• Dataset-1: For Naïve Bayes (NB), we 

have used the Scikit library and with the 

help of the Gaussian NB header file, we 

have achieved an accuracy score using 

Naïve Bayes (NB) is average accuracies 

0.254665898 standard deviation 

accuracies 0.060669878, and test 

accuracy 0.263537906. 

• Dataset-2: For Naïve Bayes (NB), we 

have used the Scikit library and with the 

help of the Gaussian NB header file, we 

have achieved an accuracy score using 

Naïve Bayes (NB) is average accuracies 

92.44%, standard deviation accuracies 

0.09500, and test accuracy 87.28%. 

Decision Tree 

• Dataset-1: For Decision Tree, we have 

used the Scikit library and with the help 
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of the Decision Tree Classifier header 

file, we have achieved an accuracy score 

using Decision Tree is average accuracies 

0.26051948, standard deviation 

accuracies 0.0934707211, and test 

accuracy 0.25270758122. 

• Dataset-2: For Decision Tree, we have 

used the Scikit library and with the help 

of the Decision Tree Classifier header 

file, we have achieved an accuracy score 

using Decision Tree is average accuracies 

94.61%, standard deviation accuracies 

0.0708080, and test accuracy 89.83%. 

Random Forest 

• Dataset-1: For Random Forest, we have 

used the Scikit library and with the help 

of the Random Forest Classifier header 

file, we have achieved the accuracy score 

using Random Forest average accuracies 

0.250229320, standard deviation 

accuracies 0.0343223700, and test 

accuracy 0.205776173%. 

• Dataset-2: For Random Forest, we have 

used the Scikit library and with the help 

of the Random Forest Classifier header 

file, we have achieved the accuracy score 

using Random Forest average accuracies 

95.33%, standard deviation accuracies 

0.028149, and test accuracy 89.83%. 

 

Figure 26 Random Forest Optimum N Estimator Data Set – 1

 

Figure 27 Random Forest Optimum N Estimator Data Set – 2 
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Artificial Neural Network 

• Dataset-1: For ANN, we have used the Scikit 

library and with the help of the Keras Classifier 

header file, we have achieved the accuracy 

score using ANN accuracies 98.94%. which is 

one of the highest accuracy as compare to all 

other machine learning algorithms. 

• Dataset-2: For ANN, we have used the Scikit 

library and with the help of the Keras Classifier 

header file, we have achieved the accuracy 

score using ANN accuracies 98.94%. which is 

one of the highest accuracy as compare to all 

other machine learning algorithms.  

Gradient Boosting Machine (GBM) 

• Dataset-1: For GBN, we have used the 

Scikit library and with the help of the 

Gradient Boosting Classifier header file, we 

have achieved the accuracy score using 

ANN accuracies 83.33%. which is one of 

the highest accuracy as compare to all other 

machine learning algorithms. 

• Dataset-2: For GBN, we have used the 

Scikit library and with the help of the 

Gradient Boosting Classifier header file, we 

have achieved the accuracy score using 

ANN accuracies 83.33%. which is one of 

the highest accuracy as compare to all other 

machine learning algorithms.  

Table 1 Accuracy Comparison Data set - 1 

Algorithms Avg Accuracy SD Accuracy Test Accuracy F1-score 

SVM 0.27% 0.01% 0.25% 0.84% 

Decision Tree 0.26% 0.09% 0.25% 0.72% 

Logistic Regression 0.26% 0.04% 0.26% 0.85% 

KNN 0.36% 0.03% 0.20% 0.74% 

Naïve Bayes 0.25% 0.06% 0.26% 0.84% 

Random Forest 0.27% 0.03% 0.20% 0.87% 

The above-mentioned table 2 illustrates that 

Accuracy comparison & performance evaluation of 

ML algorithms and our proposed model. The Random 

Forest model achieved   accuracy of 87%. This value 

is more efficient as compared to individual machine 

learning algorithms. 

Table 2 : Accuracy Comparison Data set - 2 

Algorithms Avg Accuracy SD Accuracy Test Accuracy F1-score 

SVM 0.94% 0.01% 0.93% 0.84% 

Decision Tree 0.94% 0.07% 0.89% 0.72% 

Logistic Regression 0.95% 0.02% 0.92% 0.86% 

KNN 0.94% 0.09% 0.87% 0.75% 

Naïve Bayes 0.92% 0.09% 0.87% 0.84% 

Random Forest 0.95% 0.02% 0.90% 0.88% 
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The above-mentioned table 3 illustrates that 

Accuracy comparison & performance evaluation of 

ML algorithms and our proposed model. The Random 

Forest model and Logistic Regression achieved   same 

accuracy of 95%. This value is more efficient as 

compared to individual machine learning algorithms. 

4. Conclusion 
In our study, four machine learning algorithms are 

applied for the Classification of HCV LIVER 

FIBROSIS patients. The dataset (dataset-1, dataset-

2) that we have used in our study is publicly available 

on UCI. Our study evaluates the classification 

algorithms performance on HCV LIVER 

FIBROSIS patients by using Python language and 

improves the accuracy. It discovers that individual 

model is providing accuracy up to 95% in dataset -2 

and 87% in dataset-1. This Highest accuracy has been 

achieved by Random Forest in both dataset (dataset-

1, dataset-2). 
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