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Abstract 

The health department can significantly benefit from adopting the latest 

advancements in technology, especially in the prediction and management of 

diseases. One of the most promising areas for improvement is the use of data-driven 

systems that leverage machine learning and artificial intelligence to analyze 

population health trends. By incorporating cutting-edge techniques, such as 

advanced predictive modeling and real-time data processing, the health department 

can enhance its ability to forecast public health outcomes, such as life expectancy. 

This would enable healthcare providers and policymakers to make more informed 

decisions, ultimately improving public health and reducing the burden on healthcare 

systems. The application of these techniques can be particularly useful in addressing 

chronic and life-threatening diseases, such as diabetes and cancer, which continue 

to pose significant challenges to global health. Diabetes and cancer, in particular, 

are among the leading causes of death worldwide. Despite the extensive research on 

these diseases, the global mortality rate continues to rise, highlighting the need for 

more targeted approaches. While numerous tools and methodologies have been 

developed to predict the spread of these diseases, there remains a crucial research 

gap: the lack of investigation into the attributes that directly contribute to the 

development of diabetes. Most existing models focus on the prediction of disease 

outcomes but fail to delve deeper into identifying the underlying causes, such as 

genetic factors, lifestyle choices, or environmental influences. This gap in research 

suggests a pressing need for the development of a system that not only works quickly 

but also operates with high accuracy in identifying the key attributes responsible for 

diabetes. By addressing this gap, it is possible to design interventions that are more 

effective in prevention and treatment, leading to better long-term health outcomes 

for populations at risk. 

  Keywords: Support Vector Machine, Random Forest, Diabetics, Artificial 

Intelligence 
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Introduction 

Machine learning (ML) is one of the essential 

subfields in the exploration community when 

making predictions and carrying out systematic 

evaluations. In particular, it is one of the crucial 

subfields in the research community. Learning 

through machines is one of the most critical 

subfields nowadays. According to research by 

the WHO, India has the highest prevalence rate 

of diabetes of any country in the world (WHO).  

It is thought that there will be a total of in India 

who had diabetes in 2000 was 31.7 million. It is 

anticipated that this figure will skyrocket to 79.4 

million by 2030. In the year 2000, it was 

projected that 31.7 million people in India 

suffered from diabetes. Diabetes is a crucial 

condition rapidly becoming one of the most 

widespread health disorders ascribed to modern 

lives. This is because diabetes is caused by eating 

unhealthy foods and not exercising enough. This 

illness is characterized by blood sugar levels that 

remain unusually high for a lengthy period. 

Long-term effects of diabetes can include organ 

failure, particularly in the liver, heart, kidneys, 

and stomach, amongst other organs. [1]. 

Diabetes, commonly known as diabetes mellitus 

(DM), is a metabolic illness that is characterized 

by persistently high levels of glucose in the 

blood. Diabetes can also be referred to as just 

diabetes. When high levels of glucose are present 

in the blood, a person may experience a variety 

of unpleasant symptoms, some of which include 

an overwhelming sensation of thirst, an increase 

in appetite, and the need to urinate frequently. 

Other symptoms may include the need to urinate 

frequently include the need to urinate frequently. 

In the event that diabetes is not treated in a timely 

manner, it can lead to serious complications in a 

person's health, such as diabetic ketoacidosis, 

hyperosmolar hyperglycemic syndrome, and in 

the most severe situations, death. Getting 

treatment for diabetes as quickly as possible is 

the best way to avoid the complications that can 

arise from the disease.  People who already have 

diabetes have a higher risk of developing these 

complications. This could result in ramifications 

that last a lifetime, such as cardiovascular 

disease, a stroke, kidney failure, ulcers in the 

foot, visual difficulties, and other health 

problems. Diabetes can happen for one of two 

reasons: either the body's pancreas can't make 

enough insulin, or the body's cells and tissues 

can't use the insulin that the pancreas makes.  

Both of these conditions can lead to the 

development of diabetes. Both of these disorders 

have been associated in some persons with an 

increased likelihood of acquiring diabetes in the 

future.   [2].  

   Diabetes has moved up the list from its prior 

position as the fifth leading cause of mortality in 

developed countries to its current position as the 

fourth top cause of death in these countries. 

Although some cases of diabetes are challenging 

to categorize, the vast majority of people who 

have the disease may be classified as having 

either type 1 or type 2 diabetes. One of the 

principal’s focuses of current research in the field 

of machine learning is on classifier set 

approaches. However, several other directions 

are now receiving the majority of attention. 

Additionally, various other domains have been 

attracting significant focus in recent years. They 

have been utilized in the process of finding 

solutions to a wide variety of fundamental issues 

that have been encountered all over the world. 

The efficiency of classifier sets is heavily 

dependent on their capacity to make use of the 

complementarities between the various 

individual classifiers, with the end goal of 

improving performance to the greatest extent that 

is practically achievable. This is done to 

maximize the amount of improvement that can be 

achieved. One of the most recent and fruitful 

research outputs on decision tree learning is a 

method known as the random forest. [Citation 

needed] [Citation needed] This method is yet 

another one of the techniques that are evolved 

from set methods. The method known as random 

forest is one of the approaches. In medicine, 

random forests have been put to practical use to 

improve diagnostic accuracy concerning 

diabetes. It is strongly suggested that random 

forests be used in diagnosing diabetes for this 

objective to be realized.  [3].  
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  Data mining and deep learning is the most 

important area in data science. There are many 

data mining techniques which we are used in our 

daily life. We used these techniques in education, 

medicine, weather, business, banking etc. But in 

recent year, it is not for the best, and the amount 

of medical information from digital to quality of 

thoughts that was significant needs to be 

presented. It is inexpensive and easy to lead to 

data production [29]. Machine learning is most 

advance area of research data mining techniques 

have covered all areas of our lives. We use 

Machine Learning techniques in our daily life. 

We used these techniques to get more batter 

results. We used these techniques in education, 

medicine, weather, business, banking etc. [30].  

Diabetes is very dangerous disease which 

effected large amount of people in resent year. In 

resent year more than 400 million people are 

affected by this disease that is alarming situation 

for WHO and other countries. Death rate of this 

disease is high more than 3.5 million people were 

dying in every year overall the world. India have 

more than 7.5 million people which are affected 

by this due to this India called Diabetes Capital 

of the World. If we did not work on this, it 

increases day by day and death rate is also 

increase and it is dangerous for all over the 

world. We want to take this seriously and we 

want to take some important step to control this 

dangerous disease. If we did not take it serious 

and not take step to control it make more 

dangerous for every one and more than 650 

million people were affected overall the word till 

2025[9].  Diabetes is blood glucose level. When 

glucose level is increased some hormones are 

produce automatically in our blood reduce 

glucose level and we feel batter. When these 

hormones are not produced then glucose level 

increased and this called diabetes. When glucose 

level increased it effect on our kidney due to this 

increase urea level blood density increase. In our 

blood increase Castrol level due to this heart 

disease start heart attack percentage increase and 

mostly people died.  

1. Literature Review 

The purpose of this [6] paper is to offer an 

introduction to the algorithms used in machine 

learning, such as Naive Bayes, logistic 

regression, support vector machine, K-nearest 

neighbor, K-means clustering, decision tree, and 

random forest. These algorithms for ML are used 

to find and predict many different diseases.  In 

addition to that, we make use of machine learning 

algorithms such as K-means clustering, decision 

tree, and random forest. During the course of this 

investigation, a significant number of previously 

conducted studies were reviewed. In these 

investigations, algorithms for machine learning 

were utilized to diagnose a number of newly 

discovered medical disorders that have emerged 

over the course of the last three years.  This 

section compares different algorithms, ways of 

evaluating them, and the results they produced. 

  At last, there is a talk about the works that came 

before this one. Recent years have seen the rise 

of machine learning in medicine to offer tools 

and analyze disease data. So, using machine 

learning algorithms is essential to finding 

diseases early. The purpose of this paper was to 

investigate several machine learning techniques 

that can be utilized to forecast infectious 

diseases. In the study of a great number of 

disorders, including liver disease, chronic renal 

disease, breast cancer, cardiac syndrome, brain 

tumors, and a great many others, standard 

datasets have been utilized. The researchers 

compiled a list of the findings they discovered 

and organized them in a table in order to facilitate 

the application of various ML algorithms in the 

process of disease diagnosis. When analyzing 

nineteen publications concerning various models 

that predicted disorders, it was discovered that 

several algorithms are good at predicting SVM, 

KNN, random forest, and the decision tree. This 

was discovered through the comparison of these 

papers. However, the accuracy of a given method 

may shift based on the dataset that is being 

utilized. This is because the accuracy and 

performance of the model depend on many 

important factors, such as the datasets used, the 

features chosen, and the number of features.  The 

accuracy and implementation of the model can be 

improved by using a new method to make a 

single ensemble model, which is another 

significant result of this analysis. 
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  This [13] This article has focused on analyzing 

diabetic individuals as well as the process of 

diagnosing diabetes using a range of ML 

techniques in order to build a model with few 

dependencies that is based on the PIMA dataset. 

These analyses were carried out using data from 

the PIMA dataset.  The data from the PIMA 

dataset were utilized in the construction of the 

model. The model was built with the assistance 

of these many approaches and methods. Both an 

unexplored area of PIMA and a dataset retrieved 

from Kurmitola General Hospital in Dhaka, 

Bangladesh, were used in the process of 

validating the model. Both of these institutions 

are located in Bangladesh.  The purpose of this 

[13] study is to demonstrate the efficacy of 

classifiers that have been trained on the diabetes 

dataset of a particular country and then tested on 

patients from a different countries. In order to 

prove the usefulness of this inquiry, we are 

currently carrying it out. Throughout the course 

of this investigation, the researchers tried out a 

number of different classification strategies, such 

as decision trees, KNN analysis, random forests, 

and Naive Bayes. The findings indicate that 

random forests and Naive Bayes classifiers did 

remarkably well on both datasets. [Citation 

needed] When researchers have finished 

presenting the results of the classification 

performance evaluation, they will go on to a 

discussion of the findings. The goal of these 

studies is to find out if Machine Learning 

strategies can be used to identify diabetic women 

in Bangladesh with a high degree of certainty.  

Specifically, the testing is being carried out in 

Bangladesh. Pranto et al. have produced 

evidence demonstrating the reliability of the 

usefulness of approaches based on machine 

learning in diagnosing diabetes. If ML 

techniques can be successfully used, it would 

appear that Bangladesh will not face a significant 

obstacle as a result of the limited availability of 

the dataset. This is assuming, of course, that the 

dataset can be located. This demonstrates that 

Bangladesh will not be facing a significant 

obstacle. When seen from the perspective of 

Bangladesh, the dataset that we were working 

with was not an exceptionally huge one. [10], 

research was carried out in which traditional ML 

methods were compared to the methodology of 

deep learning, and the results were compared and 

assessed. As part of the more conventional 

approach to machine learning, we investigated 

the SVM and Random Forest classifiers, which 

are two of the most popular options. On the other 

hand, for (DL), CNN was used to predict and 

identify persons who have diabetes. The database 

of diabetes cases experienced by Pima Indians, 

which is open to the public, was utilized to 

conduct an analysis of the proposed method. This 

database contained 768 different samples, and 

each one of them had eight characteristics. It was 

established that just 268 of the remaining 

components came from people who had been 

diagnosed with diabetes, in contrast to the other 

500 models. The following findings were 

obtained with respect to the overall accuracy of 

DL, SVM, and RF: 76.81 percent, 65.38 percent, 

and 83.67 percent, respectively.  The results of 

the studies suggest that RF is superior to deep 

learning and SVM methods in terms of its 

capability to forecast diabetes accurately. This 

[19] An investigation into predicting the risk of 

mortality was carried out with the assistance of 

the resources made available by the (UMLS), 

which included methods for ML and natural 

language processing. The aim of the research was 

to check to see if or not it was possible to reduce 

the number of deaths. To provide a bit more 

detail, the research was carried out in order to: 

(NLP).  They did a second look at the information 

from the Medical Information Mart that was 

collected for the Intensive Care III study 

(MIMIC-III).   When it came to machine 

learning, a few separate models were used, and 

when it came to natural language processing, a 

few different procedures were carried out. The 

dictionaries that are published by medical 

professionals who are responsible for the 

definition of clinical terminologies, such as 

clinical symptoms or drugs, serve as the 

foundation upon which domain knowledge in the 

healthcare business is built. This is the case due 

to the fact that these specialists were in charge of 

defining clinical nomenclature. When one 

possesses this knowledge, it is much simpler to 
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decipher the information contained inside the 

text notes that state a specific disease or 

condition. If information about conceptual 

entities and how they connect to other concepts 

can be found in clinical notes or biomedical 

literature, then knowledge-guided models have 

the ability to automatically obtain this 

information from these sources. This is possible 

because knowledge-guided models are based on 

what has been learned in the past. This is only the 

case if the clinical notes or literature have 

abstract entities and connections between the 

different ideas. This capability is only accessible 

to models that include conceptual entities in their 

representations. In an application, both the 

UMLS entity embedding and a convolutional 

neural network (CNN) containing word 

embedding were utilized. To construct clinical 

text representations, we used entity embedding in 

conjunction with something known as Concept 

Unique Identifiers, or CUIs. When the machine 

learning models were set up in the best way 

possible, the AUC was 0.97 percentage points 

higher than for the other candidates.  Using 

machine learning models in conjunction with 

natural language processing of clinical notes 

presents a significant opportunity for medical 

professionals to receive assistance in determining 

the likelihood that a critically ill patient will pass 

away. This assistance can significantly help 

determine the probability that a patient will pass 

away. The clinical notes and resources made 

available through UMLS are highly effective and 

important tools that can be utilized to forecast 

death rates in diabetic patients receiving 

treatment in an intensive care setting. The 

knowledge-guided CNN model, which has an 

area under the curve of 0.97, makes it easier to 

find concealed traits and improves the efficiency 

with which one learns new information.  Nazin 

Ahmed et al. [36] proposed a machine learning 

model in which they dataset is contain 950 

instances and 19 attributes, they apply different 

classification algorithms like as NB, DT, RF, 

SVM, LR, GB, and KNN, the accuracy of these 

models is 86.17%, 96.81%, 96.81%, 91.49%, 

84.04%, 90.43%, and 90.43%. 

2. Methods and materials 

2.1. Dataset Collection 

We have collected the dataset from the UCI 

Dataset Repository; the name of the Dataset is 

NID DK Diseases. The hepatitis disease dataset 

consists of 08 Diabetes features (Pregnancies, 

Glucose, Blood-Pressure, Skin-Thickness, 

Insulin, BMI, Diabetes-Pedigree-Function, Age). 

This dataset has a total of 768 samples of 

Diabetes Disease patients. Figure 01 shows the 

details of a dataset.  
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Figure 1 Data Set Detail 

This type of Meta Data Description is a clean, 

well understanding set of records. Anyhow the 

significance of some of the attributes is not much 

clear. Let’s see the meaning: 

• Age: How much person’s old now in 

terms of years 

• Pregnancies: Month of Baby 

development 

• BMI: This is relating to human body mass 

index property. 

• BloodPressure: The BloodPressure is 

related to range of values 100 – 250 in 

patients 

• Glucose: The Glucose (Level) is related 

to the amount of 100 to 125 mg\L (5.6 to 

6.9 mmol/L). 

• SkinThinkness: This attribute tells the 

amount of insulin in Diabetic patients. 

Our research use Description – Meta Data 01 

with the complete details of this attribute to 

understand it. 

 

Figure 2 Data set overview 



KJMR VOL.1 NO. 11 (2024) AWARENESS OF HEALTHCARE... 

   

113 
 

Figure 02 is showing the details of our Dataset in 

terms of the total number of records (786) 

Dataset, Find out the mean, Standard deviation, 

Min value, Max value, 25%, 50%, and 75% 

Percentage of the Dataset.  

In our dataset, there is two different category of 

class lab in it. In data set, 0 is related to number 

of patients, which cannot be suffering with 

Diabetes issues, 1 is relating to patient with 

Diabetic issues. The figure 3 is showing amount 

of people in all two categories. 

 

Figure 3 Amount of people in all two categories 

Below Figure 4 shows the cluster Map 

concerning Target. Cluster Heatmap easily 

differentiates the attributes of the dataset, which 

are most related to the target attribute. We have 

used the seaborn library to plot the associated 

attributes of the heatmap. Figure 4 shows that 

Pregnancies, Glucose, and SkinThinkness have a 

positive correlation toward the Category 

attribute. 

 

Figure 4 Correlation Between Features 
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2.2. Feature Selection 

Figure 5 is showing a number of diabetic 

patients, and non-diabetic patients between the 

(Pregnancies, Glucose, BloodPressure, 

SkinThickness, Insulin, BMI, 

DiabetesPedigreeFunction, Age) of the patient. 

There is some outlier in our dataset (Insulin, 

SkinThickness, Glucose, BloodPresure), because 

median of these features is abnormally larger 

then as compare to its other features.  

 

Figure 5 Features with Category 

Previous studies stated that large amount of heart 

disease data collected from different sources and 

on different websites and different techniques 

applied on it. This thesis proposes a new machine 

learning approach for heart disease diagnosis 

using different data set which is taken from 

online sources. The dataset contains 700 plus 

instances. We use different approaches on 

different data set the method is developed using 

machine learning techniques to use different 

algorithms such as Extreme Machine Learning 

(EML), using Naïve Bayer Random Forest, 

Decision Tree, SVM algorithm etc. for that 

purpose python language is used. Machine 

learning algorithms applied on the given dataset 

for the detection of heart Diabetes. We use 

different dataset which we download from UCI 

machine learning repository. This dataset These 

datasets will be Contain many records and 

different attributes. These datasets will be used 

for our system on these datasets we Applying 

different classification algorithms. 

3.7.1.  Collection of datasets 

We use different dataset which we download 

from UCI machine learning repository. This 

dataset These datasets will be Contain many 

records and different attributes. These datasets 

will be used for our system on these datasets we 

Applying different classification algorithms. 

3.7.1.1. Data Pre-processing  

In this step we take Diabetes datasets from 

internet. In these datasets some irrelevant data 

present and some missing values are present we 

remove all these irrelevant data and use useful 

information for future working. Data will be 

standardized and normalized to achieve better 

results.  

3.7.1.2. Classification and feature selection  

Feature selection is the process of reducing the 

number of input variables when developing a 

predictive model. It is desirable to reduce the 

number of input variables to both reduce the 
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computational cost of modeling and, in some 

cases, to improve the performance of the model. 

 

 

Figure 6 Methodology 

3. Result Analysis and implementation 

 

3.1.Analysis (Diabetic cases) 

Figure 6 is showing the analysis of Diabetic Case 

with all features. Age attribute is showing people 

that in range of 21 to 70 have diabetes symptom 

in their body. The Pregnancies, Glucose, 

BloodPressure, SkinThickness, Insulin, BMI, 

and DiabetesPedigreeFunction value range from 

0-28, 100- 200, 40 – 130, 20-53, 0-600, 20-60, 

and 0-2.5 respectively.       
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Figure 6 Analysis (Diabetic Case) 

3.2. Analysis (Non-diabetic cases) 

Figure 7 is showing the analysis of non-diabetic 

patient category with all features. Age attribute is 

showing people that 20 to 70 plus are non-

diabetic symptom in their body. The 

Pregnancies, Glucose, BloodPressure, 

SkinThickness, Insulin, BMI, and 

DiabetesPedigreeFunction value range from 0.0- 

32.5, 50- 230, 40 – 120, 10 – 50, 0.0 – 300, 20-

50, and 0-1 respectively.       
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Figure 7 Analysis (Non-Diabetic Case) 

3.3. Visualization of features 

In figure 8, it will be observing that our dataset 

has two types of outliers in it. Outlier is less as 

compare to outliers (mean discontinue linear 

pattern). Both category (Diabetic Patient, Non-

Diabetic Patient) has both outliers in it. So, in 

upcoming step, we will need to Drop these 

outliers for further upcoming procedure.     

 

Figure 8 Outlier in Dataset 
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Figure 9 After Remove Outlier in Dataset 

In figure 10, it will be observing that our dataset 

has two types of rates (Diabetic Case (Positive 

& Negative)) in it. After analysis of glucose and 

pregnancies; are showing diabetes negative rate 

are higher than positive diabetes rate in dataset. 

 
Figure 10 Diabetic Positive Vs Diabetic Negative Rate in Glucose and Pregnancies 

In figure 11, it will be observing that our dataset 

has two types of rates (Diabetic Case (Positive 

& Negative)) in it. After analysis of glucose and 

Insulin; are showing diabetes negative rate are 

less than positive diabetes rate in dataset. 
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Figure 11 Diabetic Positive Vs Diabetic Negative Rate in Glucose and Insulin 

In figure 12, it will be observing that our dataset 

has two types of rates (Diabetic Case (Positive 

& Negative)) in it. After analysis of pregnancies 

and age; are showing diabetes negative rate are 

less than positive diabetes rate in dataset. 

 

Figure 12 Diabetic Positive Vs Diabetic Negative Rate in Glucose and Pregnancies 

For Logistic Regression, we have used the Scikit 

library and with the help of the 

LogisticRegression header file, we have 

achieved an accuracy score using Logistic 

Regression is average accuracies 75.02%, 

standard deviation accuracies 0.0453641, and 

test accuracy 86.00%. For K-Nearest Neighbors, 

we have used the Scikit library and with the help 

of the GaussianNB header file, we have achieved 

an accuracy score using KNN is score 88%, best 

training accuracy 76.71%, and test accuracy 

77.33%. 
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Figure 13 KNN 2-Classification (K=6, Weights= Uniform) 

For Support Vector Machine, we have used the 

Scikit library and with the help of the SVM 

header file, we have achieved an accuracy score 

using Support Vector Machine is average 

accuracies 0.738739495 standard deviation 

accuracies 0.060221832411, and test accuracy 

84%. For Naïve Bayes (NB), we have used the 

Scikit library and with the help of the 

GaussianNB header file, we have achieved an 

accuracy score using Naïve Bayes (NB) is 

average accuracies 73.42%, standard deviation 

accuracies 0.11800297, and test accuracy 

84.00%. For Decision Tree, we have used the 

Scikit library and with the help of the 

DecisionTreeClassifier header file, we have 

achieved an accuracy score using Decision Tree 

is average accuracies 66.29%, standard deviation 

accuracies 0.1494277041, and test accuracy 

71.33%. Dataset-2: For Random Forest, we 

have used the Scikit library and with the help of 

the RandomForestClassifier header file, we have 

achieved the accuracy score using Random 

Forest average accuracies 74.68%, standard 

deviation accuracies 0.058511137, and test 

accuracy 87.33%. 

 

 

Figure 13 Random Forest Optimum N Estimator 

For ANN, we have used the Scikit library and 

with the help of the KerasClassifier header file, 

we have achieved the accuracy score using ANN 

accuracies 98.94%. which is one of the highest 

accuracies as compare to all other machine 

learning algorithms. For GBN, we have used the 

Scikit library and with the help of the 

GradientBosstingClassifier header file, we have 

achieved the accuracy score using ANN 

accuracies 83.33%. which is one of the highest 
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accuracies as compare to all other machine 

learning algorithms.  

Table 1 Accuracy Comparison Data set 

Algorithms Avg Accuracy SD Accuracy Test Accuracy F1-score 

SVM 0.74% 0.06% 0.84% 0.84% 

Decision Tree 0.66% 0.14% 0.71% 0.72% 

Logistic Regression 0.75% 0.04% 0.86% 0.74% 

KNN 0.36% 0.03% 0.20% 0.74% 

Naïve Bayes 0.73% 0.11% 0.84% 0.84% 

Random Forest 0.74% 0.05% 0.87% 0.87% 

 

The above-mentioned table 2 illustrates that 

Accuracy comparison & performance evaluation 

of ML algorithms and our proposed model. The 

Random Forest model achieved   accuracy of 

87%. This value is more efficient as compared to 

individual machine learning algorithms. 

4. Conclusion 

In our study, four machine learning algorithms 

are applied for the Classification of Diabetic 

patients. The dataset that we have used in our 

study is publicly available on UCI. Our study 

evaluates the classification algorithms 

performance on Diabetic patients by using 

Python language and improves the accuracy. It 

discovers that individual model is providing 

accuracy up to 87% in dataset. This Highest 

accuracy has been achieved by Random Forest in 

dataset. 
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